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1. Introduction and Motivation

General Relativity is usually formulated terms of equations for the space-time
metric g (Einstein’s equations). As such they are not in the form of evolution
equations (spacetime does not evolve, spacetime simply is). Canonical gravity
is a reformulation that puts Einstein’s equations into the form of a constrained
Hamiltonian system. These equations then allow for a well-defined initial value
problem. The purpose of this approach is twofold: First, it is efficient and
natural to treat physical problems as initial value problems, for example in
the evaluation of gravitational radiation in scattering processes of black holes.
Second, the canonical formulation allows to apply the canonical quantization
rules to gravity as advocated by Dirac.
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2. Some Elements of General Relativity

For what follows, we shall use the following notion of space-time:

Definition 2.1. A space-time (or simply spacetime) is a pair (M, g) consisting
of

– a smooth (i.e. C∞) 4-dimensional manifold M ,

– an at least piecewise C2 Lorentzian metric g of signature (−,+,+,+).

Sometimes the use of (+,−,−,−) is more suitable, e.g. when introducing
spinors. We note that the requirement of existence of a global Lorentzian metric
puts a topological restriction on M : a vanishing Euler characteristic χ(M) = 0.
This last condition is equivalent to the existence of a global nowhere vanishing
vector field up to sign (i.e. a “line-field”). However we require much stronger
topological conditions on M :

– M is orientable, or equivalently, allows for a globally defined volume form,

– M is time orientable (there is a time direction),

– M has no closed timelike curves, which implies that M can not be compact
because any Lorentzian compact manifold must have closed timelike curves
[1],

– M is connected,

– M is globally hyperbolic.

This last condition is equivalent to any of the following conditions:

– the existence of a Cauchy surface,

– the existence of a SL(2,C) spin-structure,

– M ∼= R× Σ, where Σ is a 3-dimensional oriented manifold [1].

We shall often (but not always) make use of index-notations. The conventions
are

– Greek indices ∈ {0, 1, 2, 3},

– Latin indices ∈ {1, 2, 3}.

The indices from the beginning of the alphabet, like α, β, γ, . . . and a, b, c, . . . re-
fer to orthonormal frames, those from the middle of the alphabet, like λ, µ, ν, . . .
and l,m, n, . . . to coordinate frames. The relation := (=:) defines the left (right)
hand side.
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Newton Einstein

equations of motion equation of geodesic

~̈x(t) = −~∇φ(~x(t)) ẍµ(τ) + Γµ
λσ(x(τ))ẋ

λ(τ)ẋσ(τ)=0

Poisson’s Equation Einstein’s Equations
∆φ = 4πGρ Rµν − 1

2gµνR+ Λgµν = κTµν

G = 6, 67.10−11m3kg−1s−2 κ = 8πG/c4

ρ = mass density Tµν=energy-momentum tensor

single elliptic equation system of 10 coupled equations,
4 (underdetermined) elliptic and
6 (underdetermined) hyperbolic ones

boundary data required initial and boundary data required

Table 1: Equations of motion and field equations in Newton’s theory compared with those of
Einstein’s gravity.

The Christoffel symbols are the components of the Levi-Civita connection
(torsion-free connection on a pseudo-Riemannian manifold, i.e. T (X,Y ) =
∇XY −∇Y X − [X,Y ] = 0 for any vector fields X and Y ) which are uniquely
determined by the metric condition for the covariant derivative ∇g = 0. They
are given by

Γµ
λσ =

1

2
gµν(−gλσ,ν + gνλ,σ + gνσ,λ), (1)

where ,ν = ∂ν = ∂
∂xν . If ∇ is the covariant derivative, the Riemann curvature

tensor is given by

R(X,Y )Z = ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z. (2)

The map (X,Y ) 7→ R(X,Y ) is an endomorphism valued (values in the Lie-
algebra gl(4,R) or so(1, 3) for metric connections) 2-form. The components of
the Riemann tensor in coordinate basis are obtained as follows

g(W,R(X,Y )Z) = WµRµλνσZ
λXνY σ. (3)

Because R is a Lie-algebra valued 2-form, the first two indices of Rµ
λνσ are Lie-

algebra indices (for the gauge group SO(1, 3)) while the last two indices are
form indices. The components of the Ricci tensor are Rµν = Rλ

µλν and the Ricci

scalar or curvature scalar is the trace of the Ricci tensor R = gµνRµν . If
{

∂
∂xµ

}
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is a coordinate basis for the tangent space then the Christoffel connection takes
the form

∇ ∂
∂xµ

∂

∂xν
= Γλ

µν

∂

∂xλ
. (4)

With the help of the last identity the Riemann tensor can be expressed as

Rµ
νλσ = ∂λΓ

µ
σν − ∂σΓ

µ
λν + Γµ

λκΓ
κ
σν − Γµ

σκΓ
κ
λν , (5)

where the first two terms contain second order partial derivatives in the metric
linearly and the last two terms contain quadratic products of first order partial
derivatives. Similarly the Ricci tensor reads

Rµν = ∂λΓ
λ
µν − ∂νΓ

λ
µλ + Γλ

λκΓ
κ
νµ − Γλ

νκΓ
κ
µλ. (6)

Einstein’s equations take the following form

Gµν = Rµν − 1
2gµνR = κTµν − Λgµν . (7)

They are quasi-linear partial differential equations of second order. Schemat-
ically they take the form Rµν − 1

2gµνR = ∂2g − (∂g)2 while the Christoffel
connection has the structure Γ = g−1(−∂g + ∂g + ∂g). On the other hand the
energy-momentum tensor is

T µν =

(
W 1

c
Sm

cgm tmn

)

, (8)

where W is the energy density, ~S is the energy current density, ~g is the mo-
mentum density and t is the momentum current density. Since the energy
momentum tensor is symmetric, T µν = T νµ, we have ~S = c2~g and tmn = tnm.
The number of independent components of T µν is 1 + 3 + 6 = 10. We note the
physical dimensions (denoted by square brackets) of the quantities in Einstein’s
equations: [T µν ] = kg ·m−1 · s−2, [κ] = s2 · kg−1 ·m−1 and [Rµν ] = m−2. The
symmetries of the curvature tensor are such that it is antisymmetric under ex-
change of indices in the first pair, the second pair, and symmetric under slotwise
exchange of the first pair with the second pair:

Rλσµν = −Rλσνµ = −Rσλµν = Rµνλσ . (9)

Antisymmetry in the last pair stems from the very definition of the curvature
tensor as endomorphism-valued two form. Antisymmetry in the first pair is a
result of the requirement that the connection be metric preserving. This implies
that the endomorphisms in which the curvature two-form takes its values must
be contained in SO(1, 3) ⊂ gl(4,R). The last symmetry is a consequence of
these two and the first Bianchi identity, to be discussed next.
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2.1. First Bianchi Identity

For torsion-free connections, the first Bianchi identity reads

Rλ[σµν] = 0 . (10)

Given the antisymmetry under exchange in the first and second index pair,
it is easy to check that this equation is identically satisfied whenever at least
two indices coincide. Hence it provides

(
n
4

)
independent conditions (in n ≥ 4

dimensions, and zero in less than 4 dimensions), namely one for each combina-
tion where no two indices λ, σ, µ, ν coincide. We can now calculate the number
of independent components. For this we regard Rλσ µν as a symmetric (in
(λσ) ↔ (µν)) bilinear form on the space of 2-forms. The linear space of bilinear
forms on a vector space of dimension N is 1

2N(N + 1) dimensional, where here
N = 1

2n(n−1) is the dimensionality of the vector space of two forms on a tangent
space of dimension n. From that the

(
n
4

)
conditions from the non-trivial Bianchi

identities are to be substracted if n ≥ 4. The total number of independent com-
ponents is then 1

12n
2(n2 − 1) for n ≥ 4, which is 20 in 4 spacetime dimensions.

In 3 or 2 spacetime dimensions the number of independent components is 6 and
1 respectively. The Ricci tensor Rµν has 10 independent components. Hence
10 components of the Riemann curvature tensor are determined by the matter
content while the other 10 components remain free.

The Riemann tensor can be decomposed as follows:

Rλσµν = Cλσµν +
1

n− 2
(gλµRσν + gσνRλµ − gλνRσµ − gσµRλν)

− R

(n− 1)(n− 2)
(gλµgσν − gλνgσµ),

where C is the totally trace-free part part of the Riemann tensor, known as the
Weyl tensor. Since there are 10 independent traces of the Riemann tensor (as
many as there are symmetric two-tensors), the Weyl tensor has 10 independent
components in 4 spacetime dimensions. In 3 dimensions it vanishes identically,
so that the Riemann tensor is determined by the Ricci tensor. This implies
that in 3 spacetime dimensions, and for vanishing cosmological constant, space-
time must be flat on the complement of the support of the energy momentum
tensor. This means that there are no propagating degrees of freedom (gravita-
tional waves) for gravity in 3 spacetime dimensions. In n ≥ 4 dimensions the
vanishing of the Weyl tensor is equivalent to the condition that the manifold be
conformally flat.

2.2. Second Bianchi Identity

The second Bianchi identity reads

Rλκ[σµ;ν] = 0, (11)

where ;= ∇. Contracting this equation over λ and σ, and then taking again the
contraction with gκµ gives

∇λGλν = 0, (12)
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which is therefore called the “twice contracted second Bianchi identity”. When
it is applied to the Einstein’s equations

Gµν + Λgµν = κTµν , (13)

it provides an integrability condition

∇λTλν = 0. (14)

Let
{
xµ
}
be a coordinate system such that x0 is a time coordinate and xk for

k = 1, 2, 3 are space coordinates. Then

g00 := g(∂0, ∂0) < 0, (15a)

gkk := g(∂k, ∂k) > 0, (15b)

(here there is no sum over the repeated index k). Then ∇λG
λν = 0 takes the

explicit form

∂0G
0ν + ∂kG

kν + Γµ
µkG

kν + Γν
µλG

µλ = 0. (16)

This formula (16) is an identity in gµν . Since the last 3 terms contain at most
second time derivatives in gµν , G

0ν contains at most first time derivatives. Hence
the four Einstein’s equations comprised by the (0, 0) and (0, k) components do
not contain second time derivatives of gµν with respect to x0. They are equations
that the initial data have to satisfy. In other words: they are constraints.
The six remaining equations comprised by the (k, j) components are evolution
equations. Note that if the constraints are satisfied initially, then they remain
satisfied under evolution given by the spatial components. This is easily seen
(at least in the case of analytic evolutions) from

∂0G
0ν = −∂kG

kν − Γµ
µkG

kν − Γµ
νλG

µλ, (17)

which, upon taking further time derivatives, implies that all time derivatives of
the constraints vanish initially.
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3. The 3+1 - Split

In this section we review the 3 + 1 - split which allows us to formulate Ein-
stein’s equations as an initial value problem. As explained in the last section,
the ten Einstein equations can be classified into four constraints and six second
order evolution equations for the space-time metric gµν . In the 3 + 1 - decom-
position we parameterize the gµν in such a way that it decomposes into four
functions – the lapse function and the three components of the shift vector-field
– whose evolution is not determined by the equations of motion and can be
chosen at will (they are “gauge functions”) and the remaining six components
which are subject to evolution equations.

To start, we pretend we were already given a 4-dim differentiable manifold
M with Lorentzian metric g. We can then derive the evolution equations for the
intrinsic and extrinsic geometry of a 3-dim spacelike manifold Σ as we “move”
it through M . If M satisfies Einstein’s equations, this motion of Σ through M
is equivalent to a constrained dynamical system whose configuration variable
is identified with the Riemannian 3-metric h on Σ. Now, in the initial value
formulation of GR we start off from this Hamiltonian system without (M, g)
being given to us. Rather, we use the evolution equations for Σ’s geometry to
construct the space-time (M, g) from the family {(Σ, ht) | t ∈ R}. Our equations
will then guarantee that the spacetime (M, g) so constructed will indeed satisfy
Einstein’s equations.

In the rest of this chapter we will see how this works technically in terms of
decomposing spacetime into space and time (3+1 decomposition). The Hamil-
tonian formulation of GR will then be discussed in detail in section 4. Here we
will mainly follow the ideas outlined in [2] and [3].

3.1. The (3 + 1) - Decomposition of 4-dim Geometry

The constraint that M be globally hyperbolic (see Definition 2.1) implies
that space-time is topologically (i.e. is homeomorphic to) the product M ∼=
R×Σ, where Σ denotes an arbitrary spacelike 3-manifold. (It can be shown that
there exist some initial data for any 3-manifold Σ. Hence Einstein’s equations
do not pose a topological constraint on Σ.) We foliate M by a one-parameter
family of embeddings

et : Σ →֒ M, t ∈ R, (18)

Σt := et(Σ) ⊂ M.

Here Σt is the image of et in M for fixed topological “time” t; it is the t’th
leaf of the foliation, see Fig. 1. We assume all leaves Σt to be spacelike with
respect to g in M . Therefore, there exists a timelike field of normals n to leaves
Σt in M . With n fixed to one of its two possible orientations, the notions of
future and past are specified: A timelike vector X is called “future pointing” iff
g(X,n) < 0. We can split the tangent-bundle T (M) into the orthogonal sum of
the subbundle of spacelike vectors T‖(M) and the normal bundle T⊥(M).
The associated projection maps P‖ (‖ to leaves Σt) and P⊥ (⊥ to leaves Σt)
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Σt′

Σt′′

M

Σ Σt

et′′

et

et′

Figure 1: Foliation of space-time M by a one-parameter family of embeddings of the 3-manifold
Σ into M . Σt is the image in M of Σ under et. Here the leaf Σt′ lies to the past and Σt′′ lies
to the future of Σt [3].

are given by

P‖ : T (M) → T‖(M), X 7→ X + ng(n,X), (19)

P⊥ : T (M) → T⊥(M), X 7→ −ng(n,X) . (20)

We endow Σt with a Riemannian metric h by restricting the Lorentzian metric
g of M to the tangent vectors of Σt

h := P‖g = g + n⊗ n , (21)

where n := g(n, · ) (1-form).
Let X,Y be any “spatial” vector fields, i.e. with values in T‖(M); then we have

∇XY = P‖(∇XY ) + P⊥(∇XY ) =: DXY + nK(X,Y ), (22)

where we defined the spatial covariant derivative D and the extrinsic curvature
K of the embedded leaves Σt ⊂ M by

DX := P‖ ◦ ∇X , (23)

K(X,Y ) := −g(∇XY, n). (24)

Proposition 3.1. (a) K is a symmetric section in T ∗
‖ (M)⊗ T ∗

‖ (M).

(b) D is the Levi-Civita Connection on T‖(M) with respect to h (defined in
(21)).

Proof of Proposition 3.1. (a) To prove that K is a tensor we need to show
that K(fX, Y ) = K(X, fY ) = fK(X,Y ), ∀f ∈ C∞(M). Now, for X,Y
parallel to the leaves Σt, P⊥(∇fXY ) = fP⊥(∇XY ) is trivially fulfilled and
P⊥(∇XfY ) = P⊥(X(f)Y + f∇XY ) = fP⊥(∇XY ), since P⊥(Y ) = 0. To
see the symmetry of the extrinsic curvature tensor K we write

K(X,Y ) = −g(n,∇XY )

= −g(n,∇Y X + [X,Y ] + T (X,Y ))

= −g(n,∇Y X), (25)
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where we have used the definition of the torsion tensor

T (X,Y ) := ∇XY −∇Y X − [X,Y ]. (26)

The last equality (25) follows from the vanishing torsion of ∇ (T = 0) and
the fact that [X,Y ] is spatial, i.e. [X,Y ] ∈ T‖(M) for X,Y ∈ sections
in T‖(M). (T‖(M) is clearly an integrable subbundle of T (M), since it is
tangent to the leaves of a foliation by definition).

(b) We must first prove that D is a connection/covariant derivative (in the sense
of Kozul):

1.) DX1+X2
Y = DX1

Y +DX2
Y

2.) DX(Y1 + Y2) = DXY1 +DXY2

3.) DfX = fDXY
4.) DX(fY ) = fDXY +X(f)Y

∀Xi, Yi ∈ Sec T‖(M) and f ∈ C∞(M).
Since these properties are satisfied by ∇, the relations 1.)- 3.) follow imme-
diately. To see 4.), we write

DX(fY ) = P‖(∇XfY ) = P‖(X(f)Y + f∇XY )

= X(f)Y + fDXY,

where we used the definition of the spatial covariant derivative D (23) and
P‖(Y ) = Y .
Next we must prove that D is preserving the metric h and is torsion free.
The metricity follows from

DXh = P‖∇X(g + n⊗ n) = 0,

since ∇Xg = 0 and P‖ n = 0.
Vanishing torsion is also immediate:

D

T (X,Y ) = DXY −DY X − [X,Y ] = P‖(∇XY −∇Y X − [X,Y ]) = 0.

Here we used the vanishing torsion of ∇ (
∇

T= 0) and P‖[X,Y ] = [X,Y ].

Let {eα} = {e0, ea} be an orthonormal frame of T (M) with respect to g
adapted to the foliation, i.e. e0 = n, ea = P‖(ea) and let {eα} = {e0, ea} be its
dual:

eα(eβ) = δαβ . (27)

Then from (21) with n = e0 we have

g = −e0 ⊗ e0 + h = −e0 ⊗ e0 +

3∑

a=1

ea ⊗ ea. (28)
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The one-parameter family of embeddings t 7→ et : Σ →֒ M defines a vector field
∂t := ∂/∂t. This vector field acts on any smooth function f at et(p), p ∈ Σt in
the following way:

∂t|et(p)f :=
d

dt
f ◦ et(p), (29)

(considered as usual as the derivation of an algebra of (germs of) C∞ functions).

We decompose the vector field ∂t in its normal and tangential components
to the leaves Σt

∂t = αn+ β = αe0 + βaea, (30)

where n is the normal to Σt. Here, the scalar field α is called lapse (function)
and β the shift (vector field) with values in P‖ T (M), respectively. The normal
component α advances one leaf Σt to the next one Σt+dt, whereas β generates
intrinsic diffeomorphisms on each Σt; see Fig. 2. The lapse and shift were first
introduced in [4].

∂t

β

Σt

p′

Σt+dt

p

αn

Figure 2: Infinitesimally nearby leaves Σt and Σt+dt. For some point q ∈ Σ, the image points
p = et(q) and p′ = et+dt(q) are connected by the vector ∂t|p, whose components tangential
and normal to Σt are β and αn, respectively. Here n is the normal to Σt in M , β is called
the “shift vector field” and α the “lapse function” on Σt [3].

(α, β) are interpreted as normal and tangential components (with respect to
a given foliation t → et) of four-velocities, measured in units of t, of the flow
lines of Σ’s points. If we fix a coordinate system {xκ} on Σ, then ∂t is the
four-velocity, measured in units of t, of points with fixed spatial coordinates xk.

If U ⊂ Σ is a coordinate in neighborhood with coordinate yk : U → R, we
define a coordinate system {xµ, V } on M via

V =
⋃

t∈R

et(U), (31a)

x0(p) = t if p ∈ Σt, (31b)

xk(p) = yk ◦ e−1
t (p) if p ∈ Σt. (31c)

12



Let ∂t, ∂k be the corresponding vector fields in V , then we can use the following
obvious matrix notation

(
∂t
∂k

)

=

(
α βa

0 Aa
k

)(
e0
ea

)

, (32a)

⇒
(
e0

ea

)

= (dt, dxk)

(
α βa

0 Aa
k

)

. (32b)

Replacing (e0, ea) in (28) with (dt, dxk) via (32b) gives the 3 + 1 - split form of
the metric g

g = −α2dt⊗ dt+ hik

(
dxi + βidt

)
⊗
(
dxk + βkdt

)
, (33)

where

hik := h (∂i, ∂k) =

3∑

a=1

Aa
iA

a
k, (34)

and

βa = Aa
kβ

k. (35)

The volume 4-form dµ is given by

dµ = e0 ∧ e1 ∧ e2 ∧ e3 =
√

detgµν d
4x = α

√

dethij dt ∧ d3x. (36)

Through the foliation t 7→ et : Σ →֒ M we introduce the notions of “simultane-
ity” (equivalence relation), “time”, and “ flow of time”; the latter through the
Lie-derivative with respect to ∂t. Therefore, in what follows, we need to take
Lie derivatives with respect to ∂t and, since ∂t = αn + β (30), with respect to
n and β. Concerning the former we have

Proposition 3.2. Let T be any spatial, covariant tensor field, then for any
f ∈ C∞(M)

P‖LfnT = LfnT = fLnT. (37)

Proof of Proposition 3.2. T is a sum of tensor products of spatial 1-forms.
Hence, by Leibnitz’ rule, it suffices to prove (37) for them. By the general rule
LX = iX ◦ d + d ◦ iX for forms (here applied to 1-forms), we have

LfnT = ifn ◦ dT + d ◦ ifnT
= findT + d

(
f (inT )
︸ ︷︷ ︸

0

)

= f (in ◦ d + d ◦ in)T = fLnT, (38)
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which proves the 2nd equality of (37).
The 1st equality of (37), i.e. that LnT is spatial if T is, follows from the general
formula (for forms)

LX ◦ iY = i[X,Y ] + iY ◦ LX . (39)

Applied to X = Y = n we have [Ln, in] = 0, hence inLnT = Ln (inT ) = 0.

Defining the “doting” by

ḣ := P‖L∂t
h, (40)

we get with Proposition 3.2 and equation (30)

ḣ = αLnh+ P‖Lβh. (41)

We note that the projector P‖ in front of Lβh in equation (41) is really necessary,
because we have for 1-forms:

inLβT = −i[β,n]T 6= 0 if [β, n] ∦ n. (42)

The 1st term in (41) can be rewritten in terms of the extrinsic curvature K. To
see this, we show that Lnh is just twice the extrinsic curvature.

Proposition 3.3.

Lnh = 2K. (43)

Proof of Proposition 3.3. Let X,Y be any spatial vector fields. We com-
pute

(Lnh) (X,Y ) = n (h(X,Y ))− h ([n,X ], Y )− h (X, [n, Y ])

= ∇n (h(X,Y ))− h ([n,X ], Y )− h (X, [n, Y ])

= (∇nh) (X,Y ) + h(∇nX − [n,X ], Y ) + h(X,∇nY − [n, Y ]).

Since ∇ is metric ∇nh = ∇n (g + n⊗ n) = (∇nn)⊗n+n⊗∇nn, which vanishes
if applied to spatial vectors X,Y . Further, since ∇ has vanishing torsion, we
have ∇nX − [n,X ] = ∇Xn and ∇nY − [n, Y ] = ∇Y n. Hence

(Lnh) (X,Y ) = h (∇Xn, Y ) + h (n,∇Y n) .

Now recall definition (22) ∇XY = P‖ (∇XY ) + nK(X,Y ) and therefore

K(X,Y ) = −g (n,∇XY ) = g (∇Xn, y) = h (∇Xn, Y ) = h (∇Y n,X) ,

which finally gives (43).

Using (43) in (41) yields:

K =
1

2α

(

ḣ− P‖Lβh
)

. (44)
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Finally, we may rewrite the projected Lie-derivative in (44) in terms of the
spatial covariant derivative. In components this reads

(Lβh)µν = ∇µβν +∇νβµ ⇒
(
P‖Lβh

)

mn
= Dmβn +Dnβm. (45)

Hence we arrive at

Kmn =
1

2α

(

ḣmn −Dmβn −Dnβm

)

, (46)

or alternatively

ḣmn = 2αKmn +Dmβn +Dnβm. (47)

3.2. The (3 + 1) - Decomposition of Curvature Tensor

The splitting formula (22) for the connection ∇ in terms of the spatial co-
variant derivative D and the extrinsic curvature K enables us to write down the
Gauss-Codazzi and Codazzi-Mainardi evolution equations.

Proposition 3.4. Let {e0, ea} be an adapted orthonormal basis. In covariant
components with respect to {e0, ea} the Riemann tensors for (M, g) and (Σt, h)
are defined by

Rαβγδ := g (eα, R (eγ , eδ) eβ) , (48a)

R
(3)
abcd := h

(

ea, R
(3) (ec, ed) eb

)

, (48b)

with R denoting the curvature of ∇ and R(3) the curvature of D

R =
▽

R, R(3) =
D

R . (49)

Then the “Gauß-Codazzi” and “Codazzi-Mainardi” equations read respectively:

Rabcd = R
(3)
abcd +KacKbd −KadKbc, (50)

R0abc = DcKab −DbKac. (51)

Proof of Proposition 3.4. Let X,Y and Z be any spatial vector fields and
n the normal field. We make repeated use of the decomposition formula of
covariant derivative (22) in the defining equation for the Riemann curvature
tensor (2)

R(X,Y )Z = ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z

= ∇X (DY Z + nK(Y, Z))−∇Y (DXZ + nK(X,Z))

−D[X,Y ]Z − nK ([X,Y ], Z)

= DXDY Z −DY DXZ −D[X,Y ]Z + n[K(X,DY Z] +X(K(Y, Z))

−K(Y,DXZ)− Y (K(X,Z))−K([X,Y ], Z)]

+ (∇Xn)K(Y, Z)− (∇Y n)K(X,Z)

= R(3)(X,Y )Z + nK(
D

T (X,Y ), Z) + n[(DXK)(Y, Z)

− (DY K)(X,Z)] + (∇Xn)K(Y, Z)− (∇Y n)K(X,Z),
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where the second term in the last equality vanishes because of Proposition 3.1
(b).

a) Taking the inner product with W spatial:

g(W,R(X,Y )Z) = h(W,R(3)(X,Y )Z) + g(W,∇Xn)
︸ ︷︷ ︸

K(W,X)

K(Y, Z)

− g(W,∇Y n)
︸ ︷︷ ︸

K(W,Y )

K(X,Z)

= h(W,R(3)(X,Y )Z) +K(W,X)K(Z, Y )

−K(W,Y )K(Z,X).

For W = ea, Z = eb, X = ec, Y = ed this equals the Gauß-Codazzi equation
(50).

b) Taking the inner product with the normal field n:
Since g(n,∇Xn) = 0 etc. only terms ∼ DK contribute:

g(n,R(X,Y )Z) = −(DXK)(Y, Z) + (DY K)(X,Y ). (52)

Which for X = eb, Y = ec, Z = ea is just the Codazzi-Mainardi equation
(51).

The Gauß-Codazzi equation (50) allows to express the 00 component of the Ein-
stein tensor G00 = G(n, n) in terms of the spatial components of ∇’s curvature:

Proposition 3.5. G(n, n) = G00 is half the sum of the three independent sec-
tional curvatures of mutually orthogonal planes in space, i.e. orthogonal to n.

Proof of Proposition 3.5. G00 written in components with respect to an
adapted orthonormal coordinate frame:

G00 = R00 −
1

2
g00R = R00 +

1

2
R

= R00 +
1

2

(

−R00 +
3∑

a=1

Raa

)

=
1

2

(

R00 +
3∑

a=1

Raa

)

=
1

2





3∑

a=1

R0b0b +

3∑

a,b=1

Rbaba −
3∑

a=1

R0a0a



 =
1

2

3∑

a,b=1

Rabab (53)

It is not difficult to prove directly that the right-hand side of this equation
does not depend on which set of three mutually orthogonal planes in TΣt one
evaluates it.

Let us briefly recall the definition of sectional curvature. It assigns to each
point p ∈ M and each non-degenerate 2-dim plane in the tangent space of M
at p a number. (A plane is non degenerate if g restricted to that plane is non
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degenerate.) That number is the Gauß curvature of the 2-dimensional geodesic
sub-manifold tangent to the plane of p.
Let Span {X,Y } ⊂ TpM be the plane, then

Sec(X,Y ) =
g(X,R(X,Y )Y )

g(X,X)g(Y, Y )− [g(X,Y )]2
. (54)

Note that the denominator never vanishes for linearly independent X,Y if the
plane they span is non degenerate.

Proposition 3.6. Expression (54) depends only on Span {X,Y } and on the
choice {X,Y } of the basis.

Proposition 3.7. The curvature tensor is determined by the sectional curva-
tures (The converse is trivially true).

Replacing Rabab in (53) via the Gauß-Codazzi equation (50) gives the fol-
lowing constraint

2G(n, n) =

3∑

a,b=1

R
(3)
abab −KabK

ab + (Ka
a)

2

= R(3) −KabK
ab + (Ka

a )
2

= R(3) − himhjnKmnKij + (hmnKmn)
2

= R(3) − ||K||2h + (Trh(K))2 , (55)

where we have taken into account

3∑

a,b=1

R
(3)
abab =: R(3) = Ricci scalar for h.

The second constraint for the mixed components G0b = G (n, eb) follows imme-
diately from the Codazzi-Mainardi equation (51):

G(n, eb) = R0b =
3∑

a=1

R0aba =
3∑

a=1

DaKab −Db

3∑

a=1

Kaa, (56)

or rewritten in arbitrary coordinate components:

G(n, ∂k) = hmnDmKnk −Dk (h
mnKmn)

= DnKnk −DkK
n
n . (57)

To derive the dynamical equations we manipulate the components

R0a0b = g(n,R(n, eb)ea), (58)

where from the definition of the Riemann curvature tensor (2)

R(n, eb)ea =
(
∇n∇eb −∇eb∇n −∇[n,eb]

)
ea, (59)
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we arrive at

R0a0b = − (LnK)ab +KacK
c
b + aaab +Daab, (60)

where we have used

∇n (g (ea,∇ebn)) = LnKab,

and introduced the normal acceleration by

a := ∇nn.

Proposition 3.8.

R0a0b = − (LnK)ab +KacK
c
b + aaab +Daab.

Proof of Proposition 3.8. Calculation with components is most easiest:

R0a0b = Rµaνbn
µnν = −nνRaµνbn

µ = −nν [∇ν ,∇b]na

= −nν (∇ν∇b −∇b∇ν)na. (61)

Substituting ∇µnν = Kµν − nµaν in (61) yields

R0ab0 = ∇b (n
ν∇νna)− (∇bn

ν) (∇νna)− nν∇ν (Kba − nbaa)

= ∇baa − (Kν
b − nba

ν) (Kνa − nνaa)− nν∇νKba + abaa + nbn
ν∇νaa.

Having nb = 0, Kν
b nν = 0 and

nν∇νKba = (LnK)ba −Kµa∇bn
µ −Kbµ∇an

µ

= (LnK)ba −KµaK
µ
b −KbµK

µ
a .

we arrive at

R0ab0 = ∇baa −Kν
b Kνa + 2KµaK

µ
b − (LnK)ab + aaab

= − (LnK)ab +KacK
c
b + aaab +Dbaa.

Now, since we have

Rab = −R0a0b +

3∑

c=1

Rcacb, (62)

equation (60) with the Gauß-Codazzi equation (50) substituted gives

Rab = (LnK)ab −KacK
c
b − aaab −Daab +R

(3)
ab +Kc

cKab −KacK
c
b ,

or reordered

(LnK)ab =
(

Rab −R
(3)
ab

)

+ 2KacK
c
b −Kc

cKab + aaab +Daab. (63)

Equation (63) is almost the evolution equation for K we look for. In the follow-
ing we will reformulate (63) in terms of a coordinate basis and in terms of K̇
(introduced analogous to ḣ in (41)).
Writing, as usual, n = g(n, · ), a = g(a, · ) we prove two Lemmas which we will
use later on.

18



Lemma 3.1.

Lnn = a (64)

Proof of Lemma 3.1.

(Lnn) (X) = ∇n (g(n,X))− g(n, [n,X ])

= g(a,X) + g(n,∇nX − [n,X ])

= g(a,X) + g(n,∇Xn)

= g(a,X) ∀X.

Lemma 3.2.
(

Ln − 1

2
in ◦ d

)

dn ∧ n = da ∧ n. (65)

Proof of Lemma 3.2. Using Lemma 3.1 we can write

Ln(dn ∧ n) = d (Lnn) ∧ n + dn ∧ (Lnn)

= da ∧ n + dn ∧ a. (66)

Also, we have

ind (dn ∧ n) = in (dn ∧ dn)

= (indn) ∧ dn + dn ∧ (indn) . (67)

Now,

indn = (in ◦ d + d ◦ in)n (since inn = const.)

= Lnn = a (Lemma 3.1),

so that with (66) we have

ind(dn ∧ n) = 2a ∧ dn.

Hence − 1
2 in ◦ d(dn∧ n) in (65) substracts the 2nd term in (66) and the identity

(65) follows.

Proposition 3.9. The last term in (60) is symmetric.

Daab = Dbaa. (68)

Proof of Proposition 3.9. n is, by construction, hypersurface-orthogonal.
Hence, by Frobenius’ theorem dn ∧ n = 0. The identity (65) then implies
da ∧ n = 0, which is equivalent to

P‖da = 0 ⇔ Daab −Dbaa = 0.
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Consequently each term on the rhs of (60) is symmetric, as it must be.
Since the extrinsic curvature K is a spatial covariant tensor field, we define the
dotting analogous to (41) and we use Proposition 3.2

L∂t
K = K̇ = αLnK + LβK. (69)

Furthermore, by Lemma 3.1, we have with respect to a coordinate basis

ak = a(∂k) = (Lnn)(∂k)

= −n([n, ∂k]) = −n

([
1

α
(∂t − β), ∂k

])

= ∂k

(
1

α

)

n(∂t) =
1

α
∂kα, (n(∂t) = −α). (70)

Hence the terms in the evolution equation (63) involving a simplify to,

aman +Daab =
α1nα1m

α2
+Dm

(α1n

α

)

=
1

α
DmDnα. (71)

We can now rewrite (63)

K̇mn = α
[

Rmn −R(3)
mn + 2KmkK

k
n −Kk

kKmn

]

+
1

α
DmDnα+ (LβK)

mn
,

(72)

where we could also write

(LβK)mn = βkDkKmn +KknD
kβm +KmkD

kβn. (73)

This completes the (3 + 1) - decomposition: We formulated the four con-
straints (55), (57) and we replaced the six evolution equations of second order
(Gmn = κTmn) by twelve equations of first order, given by (48) and (72). The
derived evolution and constraint equations are summarized in Table 2.

3.3. Initial Data Formulation
As explained above, Einstein’s equations can be recast into the form of a

dynamical system of first order evolution equations (48), (72) with constraints
(55), (57). The initial-value formulation of GR can be summarized as follows:

1.) Pick a 3-d manifold Σ with local coordinates {xk}.
2.) Pick a Riemannian metric hij ∈ T ∗(Σ) ⊗ T ∗(Σ) and another symmetric

covariant tensor field Kij ∈ T ∗(Σ)⊗T ∗(Σ) so that for given external sources
T⊥⊥ and T⊥k they satisfy the constraints CH and CM (see Table 2).

3.) Pick lapse and shift functions α and β at will and evolve the pair (h,K)
according to the evolution equations EVq and EVp (see Table 2).

Having done that, the whole construction assures that the so constructed
space-time metric

g = −α2(x, t)dt ⊗ dt (74)

+ hmn(x, t) (dx
m + βm(x, t)dt) ⊗ (dxn + βn(x, t)dt) ,

solves Einstein’s equations.
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Summary
Constraints Evolution equations

Hamiltonian- or Scalar Constraint CH Evolution of q-variable (EVq)

KmnK
mn − (Km

m )
2 −

(
R(3) − 2Λ

)
= −2κT⊥⊥ ḣmn = 2αKmn + (Lβh)mn

Momentum- or Vector Constraint CM Evolution of p-variable (EVp)

Dm
(
Kmn − hmnK

k
k

)
= κT⊥k K̇mn = α

[
2KmkK

k
n −Kk

kKmn

−R
(3)
mn

]

+ 1
α
DmDnα+ (Lβh)mn

+α
(
κ(Tmn − 1

2Tgmn) + Λgmn

)

Table 2: Summary of the dynamical formulation of Einstein’s equations.

3.4. Einstein-Hilbert Action

We conclude this section by writing down explicitly the Hamiltonian which
is constructed solely from the canonical variables hmn and πmn. As before, hmn

denotes the Riemannian metric on Σt and πmn is introduced as its canonical
momentum. The Hamiltonian formulation of GR will be discussed in much
more detail in the following section.

Proposition 3.10. The Einstein-Hilbert action

S =

∫

(R − 2Λ)
√

det g d4x, (75)

takes up to surface terms the following form

S =

∫

LEH d4x (76)

with

LEH =
{(

R(3) − 2Λ
)

+KmnK
mn − (Km

m )2
}

α
√
h+ divergences, (77)

where
h := det h.

Proof of Proposition 3.10. To verify this we calculate the 4−d Ricci scalar
R in (75). Starting with the equation for the Einstein tensor

G(n, n) = R(n, n)− 1

2
g(n, n)
︸ ︷︷ ︸

=−1

R = R(n, n) +
1

2
R, (78)

we can write

R = 2(G(n, n)−R(n, n)), (79)
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where we know G(n, n) from the Gauß-Codazzi equation (55).
The Ricci tensor R(n, n) follows from

R(n, n) = nµnνRλ
µλν

= nν [∇λ,∇ν ]n
λ

= nν(∇λ∇νn
λ −∇ν∇λn

λ)

= −(∇λn
ν)(∇νn

λ) + (∇νn
ν)(∇λn

λ) +∇λV
λ

= −(Kν
λ − nλa

ν)(Kλ
ν − nνa

λ) + (Kλ
λ)

2 +∇λV
λ

= −Kν
λK

λ
ν + (Kλ

λ) +∇λV
λ, (80)

where we have defined

V λ = (aλ − nλKk
k ). (81)

and used the definition of the curvature tensor (2), integration by parts and
∇µnν = Kµν − nµaν .
Consequently, the Ricci scalar R reads

R = 2(G(n, n)−R(n, n))

= R(3) +KmnK
mn − (Kn

n )
2 − 2∇λV

λ. (82)

Substituting (82) in (75) proves the Proposition 3.10.

We convert the Lagrangian form (75) of the action into the Hamiltonian
form by eliminating Kmn via equation (46)

Kmn =
1

2α

(

ḣmn −Dmβn −Dnβm

)

, (83)

and taking hmn and its conjugate momenta

πmn :=
∂LEH

∂ḣmn

=
√
h

(

Kmn − 1

2
hmnKk

k

)

, (84)

as the canonical variables.
The gravitational Hamiltonian takes the form

HEH = πmnḣmn − LEH

= α

{
1√
h

(

πmnπmn − 1

2
(πn

n)
2

)

−
√
h
(

R(3) − 2Λ
)}

− 2βmDnπ
mn

+ divergences. (85)

Here the first term is quadratic in the canonical momentum πmn and can be
interpreted as a “kinetic term”, whereas the second term only depends on the
metric hmn and can be seen as a “potential term”. The third term in (85) is
known as the supermomentum of the gravitational field.
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Variation of (85) with respect to α (no matter) reproduces the Hamiltonian
constraint CH

1√
h

(

πmnπmn − 1

2
(πn

n)
2

)

−
√
h
(

R(3) − 2Λ
)

= 0. (86)

and variation with respect to βm yields the three additional constraints which
are combined to form the momentum constraint CM

−2Dmπmn = 0. (87)
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4. The Hamiltonian Structure of GR

When reformulating the Lagrangian structure of a mechanical system in
terms of the Hamiltonian formalism, the variables are replaced by canonical vari-
ables : (q, q̇) → (q, p). In the canonical formulation of Hamiltonian General Rel-
ativity, the corresponding phase space variables are : (hmn,Kmn) → (hmn, πmn)
with

πmn =
√
h

(

Kmn − 1

2
hmnKk

k

)

, (88)

which is a “q-dependent” combination of velocities. Then the total Hamiltonian
is

Htot[h, π]α,β := S(α) + V (β) + boundary terms. (89)

where the dependance in h, π has been omitted. The “Hamiltonian” or “scalar”
constraint

S(α) =

∫

Σ

d3xα

{
1√
h

(

πmnπmn −
1

2
(πm

m)2
)

−
√
h
(

R(3) − 2Λ
)}

, (90)

generates the motion of the space surface Σ in the 4-dimensional space. On the
other hand, the “momentum” or“vector” constraint

V (β) = −2

∫

Σ

d3x βnDmπ
mn, (91)

generates the diffeomorphisms of the 3-dimensional space Σ. The boundary
terms must be added according to the requirement that H [h, π] must be differ-
entiable, as a functional, with respect to h and π. Otherwise there is no such
thing as an Hamiltonian flow. Practically, it means that we have to add surface
terms which subtract those that arise from integration by parts. Usually the
equations of motion have solutions which are not in the domain where the action
is functionally differentiable. For instance, the source-free Maxwell equations
admit as solution a constant electric field E = constant while the action does
not even exist on this configuration. Another example from General Relativity
is the following. The Schwarzschild metric is a solution of Einstein’s equations.
However the Ricci scalar evaluated on this configuration vanishes : R = 0. Con-
sequently the Einstein-Hilbert action is not differentiable at the Schwarzschild
solution. We need additional surface terms in the action to produce finite values.

4.1. Functionnal differentiablility with respect to πmn

The vector constraint V (β) is a potential problem for the differentiability
with respect to πmn. When integrating by part in (91), we pick up a surface
term

−2

∫

∂Σ

nmδπmnβn dσ, (92)
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where nm is the normal to the surface Σ. The prescription according to this
philosophy is to add

∫

∂Σ

2nmπmnβn dσ, (93)

which is a term that accounts for the total momentum and total angular mo-
mentum at spatial infinity, if

– βn behaves like a constant translation (e.g. βn = constant) for r → ∞,

– βn behaves like a constant rotation (e.g. βn = ǫnmkω
mxk and ωm =

constant),

with asymptotically flat metric and asymptotically euclidian motions. These
asymptotic Poincaré charges are constants of motion. They are called ADM
(Arnowitt-Deser-Misner) momentum and angular momentum. The surface at
infinity ∂Σ should be interpreted as the large radius limit of a 2-sphere

∫

∂Σ

2nmδπmnβn dσ := lim
R→∞

∫

S2

R

2nmδπ
mnβn dσ, (94)

where the limit has to be taken only after performing the integration.

4.2. Functionnal differentiablility with respect to hmn

The potential difficulties could arise from R(3) which contains second deriva-
tives with respect to the metric h. In order to take the hmn derivatives of R(3)

we need to prove a preliminary result.

Lemma 4.1.

hmnδRmn = DkV
k, (95)

where

V k = hmnδΓk
mn − hkmδΓn

nm, (96)

δΓk
mn :=

1

2
hkj(−Djδhmn +Dnδhjm +Dmδhnj). (97)

Proof of Lemma 4.1. The proof can be obtained in two ways. The normal
Riemannian coordinate system can simplify the manipulations but there is also
a coordinate independent proof.

From this result we have

hmnδΓk
mn = −1

2
Dkδh+ hkjDnδhnj , (98)

where δh stands for hmnδhmn. In a similar way, we obtain

hkmδΓn
nm =

1

2
Dkδh. (99)

25



In consequence, one can express V k as

V k = hkjDnδhnj −Dkδh. (100)

Therefore the variation of
∫
α
√
hR(3) d3x leads to the surface integral

∫

∂Σ

α
√
hnk(Dnδhnk −Dkδh) =

∫

α
√
hnkhnm(Dmδhnk −Dkδhmn). (101)

In order to discuss the asymptotic fall-off behaviour the geometry needs a conve-
nient coordinate system such that the metric takes an asymptotically flat form,
and only with respect to this system one can discuss fall-off conditions. The
asymptotic fall-off for asymptotically flat configurations are such that

hmn(~x) = δmn +
kmn(~x/r)

r
+O(1/r2), (102)

πmn(~x) =
Pmn(~x/r)

r2
+O(1/r3). (103)

Remark 1 The convergence of the boundary term for an asymptotic ro-
tation ǫnklω

kxl is not automatic. A sufficient condition for convergence that
includes the description of black holes or stars with non-zero angular momen-
tum is to restrict Pmn(~x/r) to be an even function, i.e. Pmn(~x/r) = Pmn(−~x/r).

Remark 2 Since the covariant derivative differs only from the partial
derivative by the Christoffel symbols which are linear in the first order derivative
of hmn,

Dδh = ∂δh+ terms ∼ 1

r2
δh, (104)

but 1
r2
δh ∼ 1

r3
and hence no contribution is expected in the surface integral in

the limit r → ∞.
If we apply the second remark to the equation (101), we obtain

∫

∂Σ

α
√
hnk(Dnδhnk −Dkδh). (105)

However, asymptotically Dnδhnk can be replaced by ∂nδhnk and the surface
term can be written as a total variation

δ

∫

∂Σ

α
√
hnk(∂nhnk − ∂khnn). (106)

Finally the term to be added to S(α) in order to establish functional differen-
tiability with respect to hmn is

SADM =

∫

S2

R
→∞

nk(∂nhnk − ∂khnn) dσ. (107)

26



The so-called “ADM energy” has to be evaluated in an asymptotically euclidian
coordinate system. SADM is proportional to the total energy of the configuration
given by the canonical variable (h, π).

Example The Schwarzschild solution can be written in isotropic coordi-
nates as

g = −
[
1− m

2r

1 + m
2r

]2

dt2 +
[

1 +
m

2r

]4
~dx · ~dx, (108)

which is spatially conformally flat. The spatial metric is hmn = δmn(1 +
m
2r )

4.
The evaluation of the corresponding ADM mass gives SADM = 16πm and al-
lows to identify m as a mass. The gravitational mass is proportional to the
binding energy, in particular to the gravitational binding energy. We have

SADM = 16πm = 16πGM
c2

and consequently we define MADM = c2

16πGSADM .
Let us note the efficiency of this mass concept : only the total amount of energy
is proportional to the mass.

Theorem 1. If (h, π) satisfies the constraints then MADM [h, π] ≥ 0. Further-
more, if MADM [h, π] = 0 then the initial data evolve into flat Minkowski space
(or portions thereof).

Finally, we note that the functional ADM mass

∫

S2(∞)

nk(∂mhmk − ∂khmm) dσ, (109)

seems to depend only on h and not on π. However this is deceptive since h is
tight to π by the constraints. Note that the ADM functional is only meant to be
evaluated on those 3-metrics which satisfy the constraints for some momentum
π. It is easy to come up with regular metrics that formally give rise to negative
ADM masses. The positive mass theorem tells us that those metrics can never
satisfy the constraints, whatever choice for π is made (compare Exercise 9).

4.3. The Poisson Structure of the Constraints

One can prove quite easily

{

hmn, V (β)
}

= (Lβh)mn, (110)
{

πmn, V (β)
}

= (Lβπ)
mn, (111)

which shows that the vector constraints generates the infinitesimal spatial dif-
feomorphisms. More tedious is to calculate the Poisson brackets of constraints.
For the constraints, we have
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{

V (β), V (β′)
}

= V
(
[β, β′]

)
, (112)

{

V (β), S(α)
}

= S
(
β(α)

)
, (113)

{

S(α), S(α′)
}

= V
(
α gradh(α

′)− α′ gradh(α)
)
, (114)

where gradh := (hmn∂nα)∂m which depends on h. Let us elaborate on the struc-
ture of the constraints. The first Poisson bracket shows that the V (β) form a
Lie-subalgebra. However the second bracket states that this subalgebra does not
form an ideal. Finally the third bracket shows that the whole set of constraints
does not form a Lie-algebra. These facts often lead to the the statement that
the algebra does not close, or is soft or open. The proper statement is that the
constraints form a Lie-algebroid.
Let us focus on the third bracket. The fact that there is no S(α′′) at the rhs of
the third relation tells us that going with α1 from Σ to Σ1 and with α2 from Σ to
Σ12 results in the same hypersurface than first applying the normal deformation
with α2 : Σ → Σ2 and then with α1 : Σ2 → Σ21 : that this is a diffeomorphism
of Σ12 → Σ21.

Σ2 Σ21

Σ

Σ1 Σ12

-
(α1,β1)

?

(α′,β′)
�
�
�3(α2,β2)

Q
Q
Qs(α1,β1)

-
(α2,β2)

Figure 3: The diagram commutes.

General Remark. These three relations are universal in the sense that they are
the same for all diffeomorphism invariant theories if put into Hamiltonian form.
In particular, they are independent of having started from Einstein-Hilbert ac-
tion. What is particular to our constraints V (β) and S(α) is their dependence
on just h and π.
To illustrate this point we can derive these relations from pure geometric clas-
sification. Consider the space of space-like embeddings Σ →֒ M that we denote
Emb(Σ,M). The obvious left-action of Diff(M) on Emb(Σ,M) is defined as
follows: let yµ be the local coordinates on M , which are xi on Σ, then yµ(xi)
belongs to Emb(Σ,M). LetX(V ) be a vector field on Emb(Σ,M) corresponding
to the vector field V on M , which looks like

X(V ) =

∫

Σ

d3xVµ
(
y(x)

) δ

δyµ(x)
. (115)
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Then it is easy to show that the infinitesimal version of the left action of Diff(M)
on Emb(Σ,M) is

[
X(V ), X(V ′)

]
= X([V, V ′]). (116)

But now we can decompose X(V ) in a point dependent way into “normal” and
“tangential” components with respect to the embedding:

X(α, ~β) =

∫

Σ

d3x
(
α(x)nµ[y](x) + βm(x)yµ,m(x)

) δ

δyµ(x)
. (117)

The Lie-bracket becomes
[
X(α1, β1), X(α2, β2)

]
= −X(α′, β′), (118)

where

α′ = β1(α2)− β2(α1), (119)

β′ = [β1, β2] + σ (α1gradh(α2)− α2gradh(α1)) , (120)

and σ is defined via the signature of g : (−σ,+,+,+). This is this the same re-
sult obtained previously up to an overall minus sign. The reason of this is easily
seen. Let us consider a simpler case: if T acts on coordinates by T : ~x → ~x+ ~a
then (Tf)(~x) = f(~x − ~a). The generator takes the form T = − d

dx
with a judi-

cious minus sign. In the same way the generator of the transformations which
fulfills the right relations is −X , and this explains the overall minus (anti-Lie
homomorphism).
Actually it is possible to reconstruct the Einstein’s equations from the kinemat-
ics of hypersurfaces in 4-spaces (geometrodynamics).

Theorem 2. [5] In four space-time dimensions (Lorentzian for σ = 1 and
Euclidian for σ = −1) the most general functional H [h, π](α, β) (i.e. on the
phase space of 3-metrics h) satisfying the conditions (112), (113), (114) and
subject to the restriction that {H(α = 0, β), h} = Lβh and {H(α, β = 0), h} =
2αLnK, is given by that of General Relativity with κ and λ as free parameters,
i.e.

H [h, π](α, β) = Sα[h, π] + Vβ [h, π], (121)

where

Vβ [h, π] = −2

∫

Σ

d3x hknβ
kDmπmn, (122)

Sα[h, π] =

∫

Σ

d3xα

{

2κGijnmπ
ijπnm −

√
h

2κ
(R− 2Λ)

}

, (123)

with the (1+5)- Lorentzian metric

Gijnm =
1

2
√
h
(hinhjm + himhjn − hijhnm) , (124)

which is known as DeWitt metric.
(A proof can be found in [5].)
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5. Foliation Condition and Construction of Vacuum Initial Data

As stated in section 3.3, the minimal vacuum initial data set in GR consists
of a differentiable, spatial 3-manifold Σ (the initial spacelike hypersurface), a
Riemannian spatial 3-metric h on Σ (the induced metric on the initial hyper-
surface) and another symmetric second rank tensor field K on Σ (the extrinsic
curvature of Σ). In the presence of sources our initial data would include the
energy density ρ and the momentum density ja.
The configuration variable h and the velocity variable K have to be chosen in
such a way that the constraints (55) and (57) are fulfilled. Restricting the ini-
tial data by the scalar and vector constraints remove the gauge freedom in the
dynamical theory: the lapse function α is related to time rescaling and the shift
3-vector β generates spatial diffeomorphisms of Σ. Lapse and shift can be seen
as the gauge potentials that have to be fixed to find a solution to the initial
value problem.
In this section we will simplify the constraint equations assuming time-symmetry
and we will present Brill waves and (Multi) Schwarzschild black hole space-times
as simple, non-trivial solutions to the vacuum constraint equations.
Note in the following we shall work with the pair (h,K) rather than with the
(h, π) variables used in the last section.

5.1. Foliation Condition

Note that step 2.) in the initial value formulation of GR (see section 3.3) does
not impose any topological constraints on the choice of Σ ∈ M : All topologies
Σ allow some initial data; the Gauß-Codazzi (50) and the Codazzi-Mainardi
(51) equations do not impose topological restrictions [6]. But an useful gauge
condition on the slices Σ of space-time is to take spatial slices Σt ∈ Mi such
that the trace of the extrinsic curvature hmnKmn is a spatial constant (not in
time) on each Σt. This is the so-called constant mean curvature gauge. Here
we shall look at vanishing mean curvature:

hmnKmn = Trh(K)
!
= 0, (125)

which is known as the maximal slicing condition.

Lemma 5.1. If Σ →֒ M satisfies the maximal slicing condition trh (K) = 0
then the volume of Σ in M is stationary with respect to normal deformations.

Proof of Lemma 5.1. The 3-dimensional volume functionals for domains in
Σ are given by

Volh(Σ) =

∫

Σ

d3x
√
h .

Taking the variation with respect to h yields

δVolh(Σ) =
1

2

∫

Σ

d3x
√
h hnmδhnm.
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Using Proposition 3.2 and equation (43), we can write

δhnm = (Lαnh)nm = 2αKnm.

Hence the variation is

δVolh (Σ) =

∫

d3x
√
hα hmnKmn.

This vanishes for all α : Σ → R iff the maximal slicing condition hmnKmn = 0 is
imposed. In a Lorentzian space-time the volume must be maximal rather than
minimal (like for geodesics), hence one speaks of the maximal slicing condition.

Let us now choose a maximal slice Σ ⊂ M and derive a condition on α that
assures the preservation of (125) in time. First we calculate the time dependance
of hmnKmn:
We have

Ln(h
mnKmn) = −hnihmj(Lnhij)Knm + hmnLnKmn

= −2KnmKnm − hnmR0n0m +KnmKnm + hnm (anam +Dnam) ,

where we used (43) and (60) to replace Lnhij and LnKmn, respectively. Hence

Ln(h
mnKmn) = −R00 −KnmKnm +

1

α
∆α, (126)

where we used (71) and ∆ := DiD
i. Summarized, the time evolution of

hmnKmn is given by

L∂t
(hmnKmn) = ∂t(h

mnKmn) = (∆−R00 −KnmKnm)α+ Lβ(h
nmKnm),

where the “dotting” is defined analogous to (69).
So given that initially hmnKmn = 0, we preserve maximality (125) provided
that we choose α according to the equation

Oα = 0, (127)

with the elliptical operator

O := ∆−R00 −KnmKnm, (128)

where R00 = R⊥⊥ = Ric(n, n) and n is normal to the surface.
Assuming the strong energy condition

R⊥⊥ = κ

(

T⊥⊥ +
1

2
T µ
µ

)

=
1

2
κ

(

T⊥⊥ −
3∑

a=1

Taa

)

≥ 0,
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(i.e. ρ ≥ 3p/c2 for a perfect fluid), we can verify that (127) implies

∆α = (R⊥⊥ +KnmKnm)
︸ ︷︷ ︸

≥0

α, (129)

for any smooth function α in the kernel of O. Consequently, α cannot have a
positive local maximum or a negative local minimum on Σ. In a vacuum space-
time, we can rewrite the elliptical operator O in equation (127) purely in terms
of the intrinsic geometry of Σ

O = ∆−R(3), (130)

where we used the scalar constraint (55) to replace KnmKnm in equation (128)
by KnmKnm = R(3).
The use of the maximal slicing gauge condition (125) is as follows: Since it
preserves maximality of Σ, it will avoid Σ running into regions of strong spatial
compression, i.e. it has a singularity avoiding character. This property turns it
into a often used gauge choice in numerical GR.
Note that not all vacuum space-times admit maximal slices [6]; there exists
space-times which have not maximal initial data sets.

5.2. Construction of Time-Symmetric Initial Data

Simple initial data are time-symmetric ones, i.e. pairs (h,K) with vanishing
extrinsic curvature,

Kmn = 0. (131)

In this case the hypersurface Σ is totally geodesic in M ; which means that
geodesics starting in and tangential to Σ ⊂ M will remain in Σ. This follows
from (22) which simplifies for K = 0 to

∇XY = DXY, (132)

for all spatial vectors X,Y . Consequently, given a curve with tangent vector
field γ′ over γ, then

∇γ′γ′ = 0 in M,

Dγ′γ′ = 0 in Σ,

and γ is a geodesic in Σ given that it is a geodesic in M . Imposing a totally
geodesic Σ (131) and performing a maximal development (127) of the initial
data set also shows that there is an isometry of a neighborhood U of Σ in M
which has the points of Σ as fixed points and interchanges the sides of Σ in M –
a time-reversal isometry. Hence we speak of a time-symmetric initial data set,
since the forward evolution of such data is isometric to the backward evolution.
For time-symmetric vacuum data, the diffeomorphism constraints (57) are triv-
ially satisfied, since they are linear in K: K = π = 0. Also the total linear and
angular momentum necessarily vanish. The Hamiltonian constraint CH

KnmKnm − (hnmKnm)2 − (R(3) − 2Λ) = −2κT⊥⊥,
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requires for Λ = 0, Tµν = 0 that (Σ, h) is of intrinsic vanishing scalar curvature

R(3)(h) = 0. (133)

Consequently, the number of independent curvature components reduces from
6 to 5.
To solve (133), we make the following Ansatz

h = Φ4h′, (134)

where Φ is an overall conformal factor and the fourth power was chosen just
for convenience. We note the conformal transformation law for the Ricci-scalar
R(3)

R(3)(Φ4h′) = −8Φ−5

(

∆h′ − 1

8
R(3)(h′)

)

Φ := −8Φ−5Ch′Φ
!
= 0, (135)

where ∆h′ denotes the Laplacian for the metric h′.
We are interested in C2- solutions with Φ > 0 and where (Σ, h) has no bound-
aries at finite distances, that is Σ should be topologically complete in the metric
topology defined through h (By Hopf-Rinow-DeRahm Theorem [7] this is equiv-
alent to (Σ, h) being geodesically complete). Hence Σ will have a finite number
of asymptotically flat ends, to each of which we can associate a ADM mass.

5.2.1. Example 1: “Brill Waves” (axisymmetric)

“Brill waves” [8] are the simplest, asymptotically flat, non-trivial solutions
to Ch′Φ = 0 on Σ = R3 describing localized gravitational waves of non-zero
total ADM energy. We use an axially symmetric 3-metric h′ of the following
form

h′ = eλq(z,ρ)(dz2 + dρ2) + ρ2dϕ2, (136)

where the profile function q is required to show for r → ∞ a r−2- fall-off behavior
and in its first derivatives a fall-off like r−3 to ensure asymptotically flatness.
Regularity on the axis requires q = ∂ρq = 0 along the z-axis. λ is a constant
introduced to parameterize the overall amplitude.
As stated above, the metric h′ is taken as the conformally transformed to the
metric h (134) so that the metric h′ satisfies the time-symmetry constraint (135)
of the vacuum Einstein equations. Inserting (136) in (135) leads to

(

∆f +
λ

4
∆(2)q

)

Φ = 0, (137)

where the flat Laplacian is given by

∆f = ∂2
ρ + ∂2

z +
1

ρ2
∂2
ϕ, (138)

and

∆(2) = ∂2
ρ + ∂2

z . (139)

Now, for any given function q there exists a critical value ǫ > 0, such that for
0 < λ < ǫ a unique solution for Φ exists.

33



5.2.2. Example 2: Time-Symmetric Conformally Flat Data for Black Holes

We can already generate time-symmetric initial data sets for the Einstein
vacuum equations that can represent black hole space-times by assuming a flat
h′ in (134). Since the 3-metric h in (134) is then conformally flat there exists a
coordinate system such that

hmn = Φ4δmn. (140)

Inserting (140) into the time-symmetry constraint equation (133) results in the
harmonic equation

∆fΦ = 0, (141)

where the flat Laplacian ∆f is given by

∆f = ∂2
x + ∂2

y + ∂2
z . (142)

Schwarzschild Data. An immediate, non-trivial solution to (141) for Σ with two
ends, i.e. for Σ = R3 − {0} and Φ(r → ∞) = 1 can be found with

Φ(~x) = 1 +
m/2

r
, (143)

and hence the 3-metric h in (140) reads

h =

(

1 +
m/2

r

)4

δ, (144)

where the mass m has to be chosen positive and the Euclidean metric δ in the
spatial part (144) of the Schwarzschild solution in isotropic coordinates is given
by

δ =
(
dr2 + r2dΩ2

)
, (145)

with dΩ = dθ2 + sin2 θdϕ2.
Note that there are two isometries I and I ′ of the 3-metric h defined in (144)

I(r, θ, ϕ) :=

(
(m/2)2

r
, θ, ϕ

)

, (146a)

I ′(r, θ, ϕ) :=

(
(m/2)2

r
, π − θ, ϕ+ π

)

. (146b)

Here I describes a reflection at a 2-sphere with radius r = m/2 (see Fig. 4),
whereas I ′ contains an additional antipodal reflection. The map I (146a) has a
fixed point set S = {~x | r = m/2} and hence S is totally geodesic, which can be
proven using the uniqueness of geodesics γ starting on and tangentially to S. S
being totally geodesic implies it is a minimal surface and therefore an apparent
horizon.
The map I ′ has no fixed points, hence we can construct a manifold Σ′ with only
one isometric end by taking

Σ′ = Σ/I ′. (147)
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S2
with r = m/2

r → 0

r → ∞

Figure 4: Inversion I at r = m/2 at the 2-sphere.

This can be thought of as cutting away the region r < m/2 and identifying
antipodal points on the S2- boundary r = m/2. In this way one obtains a
manifold with one end (r → ∞) and a compact interior. Topologically Σ′ is the
real projective space RP 3 minus a point:

Σ′ ≃ RP 3 − {point}. (148)

Let us conclude this section with the following theorem:

Theorem 3. Each 3-manifold Σ can carry some initial data (h,K) that satisfy
the Hamiltonian (55) and diffeomorphism (57) constraints. However, special
initial data sets like sets which admit maximal slices do impose topological con-
straints.

Multi-Schwarzschild data. We can now generalize the results of the last section
to obtain time-symmetric initial data for n black hole space-times. Taking
Σ = R3 − {~c1, . . . ,~cn} we make the following Ansatz for the conformal factor Φ
in (144) for n black holes

Φ(~x) = 1 +

n∑

i=1

ai
ri
, (149)

where ri := ||~x− ~ci||, ~ci is the “location” of the i’th black hole and the positive
parameter ai describes the strength of the i’th pole. (149) is a solution to (141).
Σ has n + 1 asymptotically flat ends at ~c1, . . . ,~cn and ~x → ∞. At each end
we can calculate an ADM mass: The masses mi of the i’th black hole at ~ci are
given by

mi = 2ai(1 + χi), where χi :=
∑

j 6=i

aj
rij

, and rij := ||~ci − ~cj ||, (150)

and the total mass M at ~x → ∞ reads

M = 2
n∑

i=1

ai. (151)

35



The binding energy ∆M simplifies in leading order to the Newtonian expression

∆M := M −
n∑

i=1

mi = −2

n∑

i=1

aiχi = −2

n∑

i=1

∑

j 6=i

aiaj
rij

< 0. (152)

Note that the area Ai of the n minimal surfaces of the manifold Σ = R3 −
{~c1, . . . ,~cn} is bounded below by

Ai > 16π (2ai)
2, (153)

where the rhs of (153) corresponds to the minimal area in the metric (144) for
one hole with parameter m = 2ai:

h̃ =

(

1 +
ai
ri

)4

δ, (154)

which is strictly smaller than

h =

(

1 +

n∑

i=1

ai
ri

)4

δ. (155)

Penrose inequality implies an upper bound for the area

Ai ≤ 16πm2
i

(150)
= 6π(2ai)

2(1 + χi)
2. (156)

For time-symmetric initial data minimal surfaces correspond to apparent hori-
zons. The area of the apparent horizon is a lower bound for the area of an event
horizon for that hole. The total area of the event horizon cannot decrease by
Hawking’s Theorem. Hence we can put an upper bound on the energy released
e.g. in the form of gravitational waves when n black holes merge into a single
final one that eventually becomes static. Its event horizon is bounded below by

Af ≥ 16πM2
f , (157)

which corresponds to a stationary black hole of mass

Mf =

(
Af

16π

) 1

2

= 2

(
n∑

i=1

a2i

) 1

2

. (158)

Hence the mass/energy-loss is bounded by

∆M := M −Mf ≤ 2







n∑

i=1

ai −
(

n∑

i=1

a2i

) 1

2






. (159)

Setting all ai equal to a (159) simplifies to

∆M ≤ 2na

(

1− 1√
n

)

,
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or

∆M

M
≤
(

1− 1√
n

)

.

Hence for two black holes we can approximate the efficiency of energy extraction
(gravitational waves) of the merging black hole by

∆M

M
<

(

1− 1√
2

)

≈ 29%.
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6. Exercises

6.1. Problem Set 1

Let us begin by clarifying notations. Let X = Xµ∂µ and Y = Y ν∂ν be
vector fields. Then

∇XY = Xµ(∇µY
ν)∂ν =: XµY ν

;µ∂ν ,

i.e. ∇µY
ν is the ν-component of the vector field ∇∂µ

Y .

Exercise 1. Let X, Y and Z be three vector fields. Prove that

(
∇X∇Y −∇Y ∇X −∇[X,Y ]

)
Z = XµY ν [∇µ,∇ν ]Z

λ∂λ,

and thus

[∇µ,∇ν ]Z
λ = Rλ

σµνZ
σ.

Exercise 2. Prove

R0a0b = −(LnK)ab +Kc
aKcb + aaab +Daab.

Hint:

R0a0b = Rµaνbn
µnν = nν [∇ν ,∇b]na.

Exercise 3. Prove that

∇

R (X,Y )Z =
D

R (X,Y )Z + (∇Xn)K(Y, Z)− (∇Y n)K(X,Z)

+ n ((DXK)(Y, Z)− (DY K)(X,Z)) ,

where X, Y , Z are any spatial vector fields.
Recall that from the above identity the Gauss-Codazzi (50) and Codazzi-Mainardi
(51) evolution equations follow.

Exercise 4. Show that Maxwell’s equations are the Hamilton’s equations for

H =

∫

Ω

d3x

{
1

2

(

~E2 + (~∇× ~A)2
)

+ φ(ρ− ~∇ · ~E)− ~A ·~j
}

,

where p = − ~E is the conjugate momentum of q = ~̇A and φ is the scalar potential
which plays the role of a Lagrange multiplier.

– What motions are generated by φ(ρ− ~∇ · ~E)?

– Show that − ~E(x) is the L2-orthogonal of ~̇A to gauge orbits when ρ = 0.

– Restore gauge invariance on ∂Ω by introducing new degrees of freedom on
∂Ω assuming (~n× ~B)|∂Ω = 0.
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6.2. Solutions to Problem Set 1

Solution 1. Let us detail the calculation: we need to use

∇X∇Y Z = XµY ν
,µ∇νZ +XµY ν∇µ∇νZ,

and

[X,Y ] = XµY ν
,µ∂ν − Y µXν

,µ∂µ.

Hence one can finally obtain the solution

(
∇X∇Y −∇Y ∇X −∇[X,Y ]

)
Z = XµY ν [∇µ,∇ν ]Z

λ∂λ,

while the last statement follows from the definitions (2) and (3).

Solution 2. We first remark that

R0a0b = Rµaνbn
µnν = −nν

(
∇ν∇b −∇b∇ν

)
na. (160)

Now we make use of:

∇µnν = Kµν − nµaν , (161)

with the normal acceleration aν = (∇µnν)n
µ. The rhs of the equation (160)

becomes

∇b(n
ν∇νna)− (∇bn

ν)(∇νna)− nν∇ν(Kba − nbaa)

= ∇baa − (Kν
b − nba

ν)(Kνa − nνaa)− nν∇νKba + abaa + nbn
ν∇νaa.

Some simplifications arise because the vector field n has no spatial component:
nb = 0 and Kν

b nν = 0. Finally, we obtain for (160)

R0a0b = ∇baa −Kν
b Kνa − nν∇νKba + abaa. (162)

Using the formula for the Lie derivative of a tensor field:

(LnK)ab := (∇nK)ab +Kµb∇an
µ +Kaµ∇bn

µ (163)

= (∇nK)ab +Kµb(K
µ
a − naa

µ) +Kaµ(K
µ
b − nba

µ)

= (∇nK)ab + 2KµbK
µ
a ,

we obtain

(∇nK)ab = (LnK)ab − 2KµbK
µ
a .

Finally, we substitute this last result in (162) and we get the desired answer:

R0a0b = −(LnK)ab +Kc
aKcb + aaab +Daab.

(see Proposition 3.4).
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Solution 3. We begin by rewriting the Riemann curvature tensor in terms of
the covariant derivative D on the spatial slice and the extrinsic curvature K
using:

∇XZ = DXZ + nK(X,Z).

Recall that

∇

R (X,Y )Z =
(
∇X∇Y −∇Y ∇X −∇[X,Y ]

)
Z.

We get after an elementary algebra:

∇

R (X,Y )Z =
(
DXDY −DY DX −D[X,Y ]

)
Z

+DX (nK(Y, Z))−DY (nK(X,Z))

+ n (K(X,DY Z)− nK(Y,DXZ))

− n (K(X,n)K(Y, Z)−K(Y, n)K(X,Z)) .

A simple rearrangement produces

D

R (X,Y )Z = (DXn+ nK(X,n))K(Y, Z)− (DY n+ nK(Y, n))K(X,Z)

+ n (∇XK(Y, Z)−∇Y K(X,Z)) ,

which leads to the final result (see Proposition 3.4 ).

Solution 4. The equations of motion are

~̇A = { ~A(~x), H} = − ~E(~x)− ~∇φ, (164)

− ~̇E(~x) = {− ~E(~x), H} = ~j(~x)− ~∇× (~∇× ~A). (165)

The conjugate momentum of ~A is ~E = − ~̇A − ~∇Φ. In the absence of charge
density ~∇ · ~E = 0. This is the same thing as saying

∫

Ω

~E · ~∇Θd3x = 0 = 〈 ~E, ~∇Θ〉L2 ,

for every Ω of compact support. The term Φ(ρ − ~∇ · ~E) generates local gauge
transformations only if the electric field falls off fast enough at infinity E → 1/r2

and the Lagrange multiplier goes to zero at infinity: Φ → 0. If Φ tends to a
constant at r → ∞, there is an obstruction for the gauge transformation. The
solution to this issue is to add additional degrees of freedom at the boundary at
infinity. We define:

λ : ∂Ω× R → R,

f : ∂Ω× R → R,
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and we add to the action the kinetic term
∫

dt

∫

∂Ω

λ̇f dω,

and the boundary term that compensates for the gauge transformation

∫

dt

∫

∂Ω

Φ
(

~E · ~n− f
)

dω.

The new momentum corresponds now to the flux at infinity. (For further reading
on the importance of surface contributions to the action at spatial infinity in
QED: J.L. Gervais and D. Zwanziger, Derivation from first Principles of the
infrared Structure of Quantum Electrodynamics, Phys. Lett. B94 (1980) 389.).
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6.3. Problem Set 2

Exercise 5. Prove if

(Gµν + Λgµν − κTµν)n
µnν = 0,

in a globally hyperbolic space-time for all possible embeddings (n is the normal
to Σt), then gµν satisfies the Einstein equations.

Exercise 6. Show that

{
hmn, V (β)

}
= (Lβh)mn

,
{
πmn, V (β)

}
= (Lβπ)

mn
.

Exercise 7. Show that the diffeomorphism contraint Vβ = 0 is equivalent to
the statement that the momentum vanishes in the directions generated by dif-
feomorphism on Σ (analog to the Gauß constraint in electrodynamics).

Exercise 8. Show that the functional gradient of a diffeomorphism-invariant
functional S[g] with metric g satisfies

∇µ

(
δS

δgµν

)

= 0.

Exercise 9. Consider the 3-metric

hnm =

{(
1− m

2r

)4
d~x · d~x for r > R > m

2

smooth continuation for r < R,

where m > 0.
Show MADM < 0.
What is about the positive-mass theorem?
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6.4. Solutions to Problem Set 2

Solution 5. Note that the Hamiltonian constraint CH is equivalent to G(n, n) =
0, where G is the Einstein tensor and n denotes the normal vector to the hyper-
surface Σt (The momentum constraint is equivalent to G(n,X) = 0, where X
is any tangent vector to the hypersurface).

Gµν + λgµν − κTµν
︸ ︷︷ ︸

O

= 0.

O(n, n) = 0,

O(n+ ǫe, n+ ǫe) = 0,

ǫO(e, n) + ǫ′O(e, e) = 0 ⇒ O(n, e) = 0, O(e, e) = 0.

Solution 6. To verify the Poisson structure of the constraints

{
hmn, V (β)

}
=

∂V

∂π
= Dmβn +Dnβm = (Lβh)nm ,

{
πmn, V (β)

}
= − ∂V

∂hmn

= (Lβπ)
mn ,

rewrite the diffeomorphism constraint V (β) as follows:

V (β) = −2

∫

d3xβnDmπnm

= 2

∫

d3x (Dmβn)π
nm, Lβhnm = D(mβn)

= 2

∫

d3x
1

2
(Lβh)mn

πmn

=

∫

d3xLβ (hmnπ
mn)−

∫

d3xhmn (Lβπ)
mn

=

∫

d3x
(
hmnπ

mnβk
)

,k
−
∫

d3xhmn (Lβπ)
mn

.

Assuming a β of compact support, the Poisson- brackets follow.

Solution 7. We have to show that the diffeomorphism constraint Dmπmn = 0
implies that π annihilates all directions generated by spatial diffeomorphisms on
Σ and vice versa. Note that all the variations in h induced by spatial diffeomor-
phisms are Lβh, Vβ.
We apply π to Lβh:

∫

Σ

πmn(x) (Lβh(x))mn
︸ ︷︷ ︸

2D(mβn)

d3x = 0 ∀β ⇔ Dmπmn = 0.
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Hence, the Hamiltonian dynamics takes place on T ∗(Riem(Σ)), but not all mo-
menta in the fibre T ∗

n(Riem(Σ)) are allowed.

Solution 8. Let S be a diffeomorphism invariant functional of gµν .

δβS =

∫

Ω

d4x
δS

δgµν(x)
Lβgµν(x)
︸ ︷︷ ︸

2∇(µβν)

= −2

∫

d4x∇µ

(
δS

δgµν(x)

)

βν = 0. ∀β of compact support.

⇒ ∇µ

(
δS

δgµν

)

= 0

Solution 9. Consider metric m > 0 (Schwarzschild metric with negative mass)

hnm =

{(
1− m

2r

)4
d~x · d~x for r > R > m

2

smooth continuation for r < R.

MADM < 0 obvious.

Theorem 4. The ADM-mass is ≥ 0 for any (h, π) satisfying the constraints.
There exist metrics h, for which no π can be found such that (h, π) satisfies the
constraints.

Hence, there exist classically forbidden regions in the configuration space.
This result is expressed in the metric formulation of Canonical Quantum Grav-
ity (Wheeler DeWitt equation). (For further reading: B.S. DeWitt, Quantum
Theory of Gravity. 1. The Canonical Theory, Phys. Rev. 160 (1967) 1113.).

44



Acknowledgements

We would like to thank all the organizers and lecturers of the 16th Saalburg
Summer School on “Fundamentals and New Methods in Theoretical Physics”
for making this event such a successful one. Proofreading by André Großardt
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