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#### Abstract
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## 1 Introduction

### 1.1 Motivation

Functional determinants appear in a plethora of physical applications. They encode a lot of physical information, but are difficult to compute. It is thus worthwhile to learn under which conditions they can be evaluated and how this can be done efficiently.
For example, in the context of effective actions [1, 2], if one has a sourceless bosonic action reading

$$
\begin{equation*}
S[\phi]=\int \mathrm{d} x \phi(x)(-\square+V(x)) \phi(x) \tag{1.1}
\end{equation*}
$$

with $\phi$ being a scalar field, then the Euclidean generating functional is defined as

$$
\begin{equation*}
\mathcal{Z}:=\int \mathcal{D} \phi e^{-S[\phi]} . \tag{1.2}
\end{equation*}
$$

The one loop contribution to the effective action is given then in terms of a functional determinant ${ }^{1}$ :

$$
\begin{equation*}
\Gamma^{(1)}[V]=-\ln (\mathcal{Z})=\frac{1}{2} \ln \operatorname{det}(-\square+V) . \tag{1.3}
\end{equation*}
$$

Another example for the occurrence of functional determinants is found in tunneling problems and semiclassical physics [3]. There, the strategy is to approximate $\mathcal{Z}$ in Eq.(1.2) by expanding about a known classical solution. Thus, the action

$$
\begin{equation*}
S[\phi]=S\left[\phi_{\mathrm{cl}}\right]+\frac{1}{2} \int \mathrm{~d} x \int \mathrm{~d} y \phi(x)[\underbrace{\left.\frac{\delta^{2} S}{\delta \phi(x) \delta \phi(y)}\right|_{\phi=\phi_{\mathrm{cl}}}}_{K(x, y)}] \phi(y)+\ldots \tag{1.4}
\end{equation*}
$$

where the term containing the first order derivative with respect to the field vanishes at $\phi_{\mathrm{cl}}$ since it is a classical solution. The second order derivative, evaluated on the classical solution $\phi=\phi_{\mathrm{cl}}$, results in a kernel $K$, which constitutes the second derivative of the action with respect to the fields. Thus, the semiclassical approximation to the generating functional Eq. (1.2) reads

$$
\begin{equation*}
\mathcal{Z} \approx N e^{-S\left[\phi_{\mathrm{cl}}\right]} / \sqrt{\operatorname{det} K}, \tag{1.5}
\end{equation*}
$$

where $N$ is a normalization factor. We will employ such a semiclassical approximation e.g. in Sect. 7.

Thirdly, functional determinants appear in so-called gap equations [4]. Consider e.g. the Euclidean generating functional $\mathcal{Z}$ for massless fermions with a four-fermion interaction

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \psi \int \mathcal{D} \bar{\psi} \exp \left(-\int \mathrm{d} x\left[-\bar{\psi} \not \partial \psi+\frac{g}{2}(\bar{\psi} \psi)^{2}\right]\right) . \tag{1.6}
\end{equation*}
$$

[^0]To investigate e.g. if the fermions form a condensate in the ground state with given parameters, one introduces a bosonic condensate field $\sigma$ and rewrites $\mathcal{Z}$ through a HubbardStratonovich transformation such that the fermions can be integrated out. This gives rise to the generating functional

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \sigma e^{-S_{\mathrm{eff}}[\sigma]} \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\text {eff }}[\sigma]=-\ln \operatorname{det}(-\not \partial-i \sigma)+\int \mathrm{d} x \frac{\sigma^{2}(x)}{2 g^{2}} \tag{1.8}
\end{equation*}
$$

In order to find the dominant contribution to the functional integral in Eq. (1.7), one has to solve the "gap equation", $\delta S_{\text {eff }} / \delta \sigma=0$, which again demands the evaluation of a functional determinant:

$$
\begin{equation*}
\sigma(x)=g^{2} \frac{\delta}{\delta \sigma(x)} \ln \operatorname{det}(-\not \partial-i \sigma) \tag{1.9}
\end{equation*}
$$

When $\sigma(x)$ is constant this gap equation can be solved, also at finite temperature and nonzero chemical potential, but when $\sigma(x)$ is inhomogeneous, the gap equation requires more sophisticated methods.

As a last example in this list, which could be continued over several pages, we like to mention the appearance of functional determinants in lattice calculations in QCD [5]. An integration over the fermionic fields renders determinant factors in the generating functional ${ }^{2}$

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} A \operatorname{det}(i \not D+m) e^{-S_{\mathrm{YM}}[A]} \tag{1.10}
\end{equation*}
$$

which are of crucial importance for the dynamics of the gauge fields. The old-fashioned "quenched" approximation of lattice gauge theory involved setting all such fermion determinant factors to 1 . Nowadays, the fermion determinant factors are included in "unquenched" computations, taking into account the effect of dynamical fermions.

### 1.2 Outline

The lectures are organized as follows:
In Sect. 2 we will learn how functional determinants relate to $\zeta$-functions and discuss some problems in the corresponding exercises where this relation drastically facilitates the evaluation of spectra of operators. Similarly, in Sect.3, we will discuss the calculation of functional determinants via heat kernels. In the calculation of the spectra, asymptotic series can appear. In Sect. 4 we will discuss their origin and learn how to handle them by Borel summation. Details of the procedure will be exemplified by the Euler-Heisenberg effective Lagrangian of QED.

[^1]Next, in Sect.5, we will learn about a versatile formalism which will allow us to calculate determinants of one-dimensional operators without knowing the explicit eigenvalues. This method, which is known as the Gel'fand Yaglom formalism, will be extended to higherdimensional problems that exhibit a radial symmetry in Sect.6. In the last section of these lectures, Sect. 7, we will apply this method to a non-trivial example as we discuss the problem of false vacuum decay.

## $2 \zeta$-function Regularization

Zeta function regularization is a convenient way of representing quantum field theoretic functional determinants $[6,7]$. Consider an eigenvalue equation for some differential operator $\mathcal{M}$,

$$
\begin{equation*}
\mathcal{M} \phi_{n}=\lambda_{n} \phi_{n}, \tag{2.1}
\end{equation*}
$$

where $\mathcal{M}$ could e.g. be a Dirac operator, a Klein-Gordon operator or a fluctuation operator. We define the corresponding $\zeta$-function by

$$
\begin{equation*}
\zeta(s):=\operatorname{Tr}\left\{\frac{1}{\mathcal{M}^{s}}\right\}=\sum_{n} \frac{1}{\lambda_{n}^{s}} \tag{2.2}
\end{equation*}
$$

such that

$$
\begin{align*}
\zeta^{\prime}(s) & =-\sum_{n} \frac{\ln \left(\lambda_{n}\right)}{\lambda_{n}^{s}}  \tag{2.3a}\\
\zeta^{\prime}(0) & =-\ln \left(\prod_{n} \lambda_{n}\right) \tag{2.3b}
\end{align*}
$$

We therefore obtain a formal definition for the determinant of the operator $\mathcal{M}$ as

$$
\begin{equation*}
\operatorname{det} \mathcal{M}:=\exp \left(-\zeta^{\prime}(0)\right) \tag{2.4}
\end{equation*}
$$

Up to now these are only formal manipulations and the interesting physics lies in understanding how to make this definition both consistent and practically useful. For example, the question of convergence of the $\zeta$-function around $s=0$ has to be addressed. Typically, convergence is only given in a region where $\Re(s)>\frac{d}{2}$, where $d$ denotes the dimensionality of the space on which the operator $\mathcal{M}$ acts. This is particularly true for second order elliptic operators on $d$-dimensional manifolds as shown by Weyl [9]. For these operators, the eigenvalues go as

$$
\begin{equation*}
\lambda_{n}^{d / 2} \sim \frac{(4 \pi)^{d / 2} \Gamma\left(\frac{d}{2}+1\right) n}{\operatorname{vol}} \Rightarrow \lambda_{n} \sim n^{2 / d} . \tag{2.5}
\end{equation*}
$$

Then, the corresponding $\zeta$-function behaves as

$$
\begin{equation*}
\zeta(s) \sim \sum_{n} \frac{1}{n^{2 s / d}} \tag{2.6}
\end{equation*}
$$

which converges for $\Re(s)>d / 2$. However, since we need to evaluate the $\zeta$-function at $s=0$, we will have to analytically continue the $\zeta$-function to $s=0$. In the following, we will discuss some examples of $\zeta$-functions corresponding to spectra that typically appear in physical problems.

### 2.1 Riemann $\zeta$-function

The simplest representative of the $\zeta$-function family (and one that appears often in computations) is probably the Riemann $\zeta$-function which is defined by

$$
\begin{equation*}
\zeta_{\mathrm{R}}(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}} \tag{2.7}
\end{equation*}
$$

corresponding to a spectrum $\lambda_{n}=n$. This sum is convergent for $\Re(s)>1$. Note that the spectrum $\lambda_{n}=n$ arises in the $d=2$ LANDAU level problem of a charged particle in a uniform magnetic field.
To find another representation for $\zeta_{R}$, recall the definition of the gamma function

$$
\begin{equation*}
\Gamma(s):=\int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-t} \tag{2.8}
\end{equation*}
$$

As should be familiar, although this integral is only convergent for $\Re(s)>0, \Gamma(s)$ can be analytically continued throughout the complex plane, with simple poles at the non-positive integers. Using Eq. (2.8), we find an integral representation for $\zeta_{\mathrm{R}}(s)$ :

$$
\begin{equation*}
\zeta_{\mathrm{R}}(s)=\sum_{n=1}^{\infty} \frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-n t} \tag{2.9}
\end{equation*}
$$

The sum in Eq. (2.9) is just a geometric series. Thus, when $\Re(s)>1$, we can write

$$
\begin{align*}
\zeta_{\mathrm{R}}(s) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} \sum_{n=1}^{\infty} e^{-n t}=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} \frac{1}{e^{t}-1} \\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} \frac{e^{-t / 2}}{2 \sinh (t / 2)} \tag{2.10}
\end{align*}
$$

To analytically continue $\zeta_{\mathrm{R}}(s)$ to $s=0$, we substract the leading small $t$ behaviour of the integrand, and add it back again, evaluating the "added-back" term by virtue of the analytic
continuation of the gamma function:

$$
\begin{align*}
\zeta_{\mathrm{R}}(s) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1}\left[\frac{e^{-t / 2}}{2 \sinh (t / 2)}-\frac{1}{t}\right]+\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-2} e^{-t / 2} \\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1}\left[\frac{e^{-t / 2}}{2 \sinh (t / 2)}-\frac{1}{t}\right]+\frac{2^{s-1}}{(s-1)} \tag{2.11}
\end{align*}
$$

At $s=0$, the first term in Eq. (2.11) vanishes, and thus the analytical continuation of the Riemann $\zeta$ to zero yields $\zeta_{\mathrm{R}}(0)=-\frac{1}{2}$. Similarly, we find $\zeta_{\mathrm{R}}^{\prime}(0)=-\frac{1}{2} \ln (2 \pi)$.

### 2.2 Hurwitz $\zeta$-function

As an important generalization of the Riemann zeta function, the Hurwitz zeta function is defined by

$$
\begin{equation*}
\zeta_{\mathrm{H}}(s ; z):=\sum_{n=0}^{\infty} \frac{1}{(n+z)^{s}} . \tag{2.12}
\end{equation*}
$$

Thus it relates to the Riemann $\zeta$-function via

$$
\begin{equation*}
\zeta_{\mathrm{H}}(s ; 1)=\zeta_{\mathrm{R}}(s) \tag{2.13}
\end{equation*}
$$

The Hurwitz zeta function is defined by the sum in $(2.12)$ for $\Re(s)>1$, but as in the Riemann zeta function case, we can analytically continue to the neighbourhood of $s=0$ by substracting the leading small $t$ behaviour in an integral representation, and adding this substraction back (again with the help of the gamma function's analytic continuation):

$$
\begin{equation*}
\zeta_{\mathrm{H}}(s ; z)=\frac{z^{-s}}{2}+\frac{2^{s-1}}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t e^{-2 z t} t^{s-1}\left(\operatorname{coth} t-\frac{1}{t}\right)+\frac{z^{1-s}}{s-1} \tag{2.14}
\end{equation*}
$$

Thus, we obtain

$$
\begin{align*}
\zeta_{\mathrm{H}}(0 ; z) & =\frac{1}{2}-z  \tag{2.15a}\\
\zeta_{\mathrm{H}}^{\prime}(0 ; z) & =\ln \Gamma(z)-\frac{1}{2} \ln (2 \pi) \tag{2.15b}
\end{align*}
$$

To analytically continue $\zeta_{\mathrm{H}}(s ; z)$ to the neighbourhood of $s=-1$ (as will be needed below in the physical example of the Euler-Heisenberg effective action), we make a further substraction:

$$
\begin{equation*}
\zeta_{\mathrm{H}}(s ; z)=\frac{z^{-s}}{2}+\frac{2^{s-1}}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t e^{-2 z t} t^{s-1}\left(\operatorname{coth} t-\frac{1}{t}-\frac{t}{3}\right)+\frac{z^{1-s}}{s-1}+\frac{s z^{-1-s}}{12} \tag{2.16}
\end{equation*}
$$

It then follows that

$$
\begin{align*}
\zeta_{\mathrm{H}}(-1 ; z)= & \frac{z}{2}-\frac{z^{2}}{2}-\frac{1}{12}  \tag{2.17a}\\
\zeta_{\mathrm{H}}^{\prime}(-1 ; z)= & \frac{1}{12}-\frac{z^{2}}{4}-\zeta_{\mathrm{H}}(-1, z) \ln z \\
& -\frac{1}{4} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{2}} e^{-2 z t}\left(\operatorname{coth} t-\frac{1}{t}-\frac{t}{3}\right) . \tag{2.17b}
\end{align*}
$$

This last expression appears in the Euler-Heisenberg effective action of QED as we will see in the exercises (cf. also Chapter 4).

### 2.3 Epstein $\zeta$-function

Last, we want to discuss the Epstein $\zeta$-function. It arises, when the eigenvalues $\lambda_{n}$ are of the more general form $\lambda_{n} \sim a n^{2}+b n+c$. This is e.g. the case in finite temperature field theory, in the context of toroidal compactifications and gravitational effective actions on spaces of constant curvature. For example, on a $d$-dimensional sphere $S^{d}$, the Laplacian has the eigenvalues

$$
\begin{equation*}
-\Delta u=\underbrace{n(n+d-1)}_{\lambda_{n}} u \tag{2.18}
\end{equation*}
$$

which carry a degeneracy factor of

$$
\begin{equation*}
\operatorname{deg}(n ; d)=\frac{(2 n+d-1)(n+d-2)!}{n!(d-1)!} \tag{2.19}
\end{equation*}
$$

Their corresponding $\zeta$-function thus reads

$$
\begin{equation*}
\zeta(s)=\sum_{n} \frac{\operatorname{deg}(n ; d)}{\lambda_{n}^{s}} \tag{2.20}
\end{equation*}
$$

and its derivative at $s=0$ was shown [10] to yield (after appropriate finite substractions)

$$
\begin{equation*}
\zeta^{\prime}(0)=\ln \left(\frac{\Gamma_{d}^{2}\left(\frac{d-1}{2}+\alpha\right) \Gamma_{d}^{2}\left(\frac{d-1}{2}-\alpha\right)}{\Gamma_{d-1}\left(\frac{d-1}{2}+\alpha\right) \Gamma\left(\frac{d-1}{2}-\alpha\right)}\right), \quad \alpha=i \sqrt{m^{2}-\left(\frac{d-1}{2}\right)^{2}} \tag{2.21}
\end{equation*}
$$

The $\Gamma_{n}$ denote multiple $\Gamma$-functions [11, 12]. As the ordinary $\Gamma$-function, they are defined through a functional relation,

$$
\begin{align*}
\Gamma_{n+1}(z+1) & =\frac{\Gamma_{n+1}(z)}{\Gamma_{n}(z)}  \tag{2.22a}\\
\Gamma_{1}(z) & =\Gamma(z)  \tag{2.22b}\\
\Gamma_{n}(1) & =1 \tag{2.22c}
\end{align*}
$$

and their integral representation reads

$$
\begin{equation*}
\ln \Gamma_{n}(1+z)=\frac{(-1)^{n-1}}{(n-1)!} \int_{0}^{z} \mathrm{~d} x x(x-1)(x-2) \ldots(x-(n-2)) \psi(1+x) \tag{2.23}
\end{equation*}
$$

where $\psi=\Gamma^{\prime} / \Gamma$.
We now turn back to the Epstein $\zeta$. It can be generalized as follows [6, 12]:

$$
\begin{align*}
\zeta_{\mathrm{E}}\left(s ; m^{2}, \vec{\omega}\right) & =\sum_{\vec{n}}\left(m^{2}+\omega_{1} n_{1}^{2}+\omega_{2} n_{2}^{2}+\cdots+\omega_{N} n_{N}^{2}\right)^{-s} \\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-m^{2} t} \sum_{\vec{n}} \exp \left(-\left(\omega_{1} n_{1}^{2}+\omega_{2} n_{2}^{2}+\ldots+\omega_{N} n_{N}^{2}\right) t\right) \tag{2.24}
\end{align*}
$$

A more useful representation of the function can be obtained by noticing that the modified Bessel function of the second kind can be written as

$$
\begin{equation*}
K_{-\nu}(z)=\frac{1}{2}\left(\frac{z}{2}\right)^{-\nu} \int_{0}^{\infty} \mathrm{d} t t^{\nu-1} \exp \left(-t-\frac{z^{2}}{4 t}\right) \tag{2.25}
\end{equation*}
$$

Hence, by rewriting Eq. (2.24) such that the integration variable $t$ in the second exponential appears in the denominator, we can convert the integral representation of the Epstein $\zeta$ function into a sum over Bessel functions.
Using the Poisson summation formula

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{-\omega n^{2} t}=\left(\frac{\pi}{\omega t}\right)^{1 / 2} \sum_{n=-\infty}^{\infty} e^{-\pi^{2} n^{2} / \omega t} \tag{2.26}
\end{equation*}
$$

the Epstein $\zeta$ reads

$$
\begin{align*}
\zeta_{\mathrm{E}}\left(s ; m^{2}, \vec{\omega}\right)= & \frac{\pi^{N / 2}}{\Gamma(s) \sqrt{\omega_{1} \ldots \omega_{N}}} \int_{0}^{\infty} \mathrm{d} t t^{s-1-N / 2} e^{-m^{2} t} \\
& \quad \times \sum_{\vec{n}} \exp \left[-\frac{\pi^{2}}{t}\left(\frac{n_{1}^{2}}{\omega_{1}}+\frac{n_{2}^{2}}{\omega_{2}}+\ldots+\frac{n_{N}^{2}}{\omega_{N}}\right)\right] \tag{2.27}
\end{align*}
$$

Now, by comparison with $(2.25) \zeta_{\mathrm{E}}$, finally reads

$$
\begin{align*}
& \zeta_{\mathrm{E}}\left(s ; m^{2}, \vec{\omega}\right)=\frac{\pi^{N / 2}}{\sqrt{\omega_{1} \ldots \omega_{N}}} \cdot \frac{\Gamma\left(s-\frac{N}{2}\right)}{\Gamma(s)} m^{N-2 s} \\
& \quad+\frac{2 \pi^{s} m^{\frac{N}{2}-s}}{\Gamma(s) \sqrt{\omega_{1} \ldots \omega_{N}}} \sum_{\vec{n} \neq 0}\left(\frac{n_{1}^{2}}{\omega_{1}}+\ldots+\frac{n_{N}^{2}}{\omega_{N}}\right)^{\frac{s}{2}-\frac{N}{4}} K_{\frac{N}{2}-s}\left(2 \pi m \sqrt{\frac{n_{1}^{2}}{\omega_{1}}+\ldots+\frac{n_{N}^{2}}{\omega_{N}}}\right), \tag{2.28}
\end{align*}
$$

where we have isolated the $\vec{n}=\overrightarrow{0}$ contribution in the last step. It corresponds to the "zero temperature" result, if we think of the $\vec{n}$-sum as a sum over Matsubara modes.
The crucial point now is that the remaining sum over $\vec{n}$ is rapidly convergent since $K_{v}(z) \sim e^{-z}$ as $z \rightarrow \infty$.

## 3 Heat kernel and heat kernel expansion

### 3.1 Properties of the heat kernel and relation to the $\zeta$-function

The heat kernel trace of an operator $\mathcal{M}$ is defined as

$$
\begin{equation*}
K(t):=\operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}=\sum_{n} e^{-\lambda_{n} t} \tag{3.1}
\end{equation*}
$$

and thus it relates to the $\zeta$-function of $\mathcal{M}$ through a Mellin transform:

$$
\begin{equation*}
\zeta(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} K(t) \tag{3.2}
\end{equation*}
$$

The heat kernel trace is connected to the local heat kernel via

$$
\begin{equation*}
K(t)=\int \mathrm{d} x K(t ; \vec{x}, \vec{x}) \tag{3.3}
\end{equation*}
$$

where

$$
K\left(t ; \vec{x}, \vec{x}^{\prime}\right) \equiv\langle\vec{x}| e^{-t \mathcal{M}}|\vec{x}\rangle .
$$

The name "heat kernel" follows from its primary application, namely that $K$ should solve a general heat conduction problem with some differential operator $\mathcal{M}$ and given initial condition:

$$
\begin{align*}
\left(\frac{\partial}{\partial t}-\mathcal{M}\right) K\left(t ; \vec{x}, \vec{x}^{\prime}\right) & =0  \tag{3.4a}\\
\lim _{t \rightarrow 0} K\left(t ; \vec{x}, \vec{x}^{\prime}\right) & =\delta\left(\vec{x}-\vec{x}^{\prime}\right) \tag{3.4b}
\end{align*}
$$

The heat equation thus determines, as the name suggests, the distribution of heat over a spacetime volume after a certain time. As is well-known, in $\mathbb{R}^{d}$, the solution to the heat equation with a LAPLACE operator $\mathcal{M}=\triangle$, and initial condition (3.4b), reads

$$
\begin{equation*}
K\left(t ; \vec{x}, \vec{x}^{\prime}\right)=\frac{\exp \left(-\frac{\left(\vec{x}-\vec{x}^{\prime}\right)^{2}}{4 t}\right)}{(4 \pi t)^{d / 2}} . \tag{3.5}
\end{equation*}
$$

For general differential operators, the heat kernel can only rarely be given in a closed form. However, for practical calculations we can make use of its asymptotic expansions [14], which can turn out to be of great physical interest.

### 3.2 Heat Kernel expansions

As we discuss in exercise 8.1, for small $t$, the leading behaviour of the heat kernel reads $K(t) \sim$ $\frac{\mathrm{vol}}{(4 \pi t)^{d / 2}}$. The subleading small $t$ corrections are encoded in the so-called "heat-kernel-expansion":

$$
\begin{align*}
K\left(t ; \vec{x}, \vec{x}^{\prime}\right) & \sim \frac{\exp \left(-\frac{\left(\vec{x}-\vec{x}^{\prime}\right)^{2}}{4 t}\right)}{(4 \pi t)^{d / 2}} \sum_{k} t^{k} \tilde{b}_{k}\left(\vec{x}, \vec{x}^{\prime}\right)  \tag{3.6a}\\
K(t ; \vec{x}) \equiv K(t ; \vec{x}, \vec{x}) & \sim \frac{1}{(4 \pi t)^{d / 2}} \sum_{k} t^{k} b_{k}(\vec{x})  \tag{3.6b}\\
K(t) & =\frac{1}{(4 \pi t)^{d / 2}} \sum_{k} t^{k} a_{k} \tag{3.6c}
\end{align*}
$$

Here, the expansion coefficients are related as $b_{k}(\vec{x}) \equiv \tilde{b}_{k}\left(\vec{x}, \vec{x}^{\prime}\right)$ and $a_{k} \equiv \int \mathrm{~d} x b_{k}(\vec{x})$. The $k$ sum ranges over $k=0, \frac{1}{2}, 1, \frac{3}{2}+\ldots$, but the half-odd-integer indexed terms vanish if there is no boundary present. As an example for the local expansion, consider a general Schrödinger operator $\mathcal{M}=-\vec{\nabla}^{2}+V(\vec{x})$. In this case, the first few coefficients $b_{k}(\vec{x})$ read

$$
\begin{aligned}
b_{0}(\vec{x}) & =1 \\
b_{1}(\vec{x}) & =-V(\vec{x}) \\
b_{2}(\vec{x}) & =\frac{1}{2}\left(V^{2}(\vec{x})-\frac{1}{3} \overrightarrow{\nabla^{2}} V(\vec{x})\right) \\
b_{3}(\vec{x}) & =-\frac{1}{6}\left(V^{3}(\vec{x})-\frac{1}{2}(\vec{\nabla} V(\vec{x}))^{2}-V(\vec{x}) \vec{\nabla}^{2} V(\vec{x})+\frac{1}{10}\left(\vec{\nabla}^{2}\right)^{2} V(\vec{x})\right) .
\end{aligned}
$$

These are derived in exercise 9.4 for $d=1$, and see [8] for higher dimensional cases. As one can already see from the first few expansion coefficients, the terms without derivatives exponentiate such that we can rewrite the series of Eq.(3.6b) as

$$
\begin{equation*}
K(t ; \vec{x}) \sim \frac{\exp (-V(\vec{x}) t)}{(4 \pi t)^{d / 2}} \sum_{k} t^{k} c_{k}(\vec{x}) . \tag{3.7}
\end{equation*}
$$

The expansion coefficients $c_{k}(\vec{x})$ all include derivatives of $V(\vec{x})$. This modified (partially resummed) heat kernel expansion is useful in certain physical applications where the derivatives of $V$ may be small, but not necessarily $V$ itself.
On curved surfaces, the heat kernel expansion behaves as [14]

$$
K\left(t ; \vec{x}, \vec{x}^{\prime}\right) \sim \Delta^{\frac{1}{2}}\left(\vec{x}, \vec{x}^{\prime}\right) \frac{\exp \left(-\frac{\sigma\left(\vec{x}, \vec{x}^{\prime}\right)}{2 t}\right)}{(4 \pi t)^{d / 2}} \sum_{k} t^{k} d_{k}\left(\vec{x}, \vec{x}^{\prime}\right)
$$

with $\sigma\left(\vec{x}, \vec{x}^{\prime}\right) \equiv \frac{1}{2} \rho^{2}\left(\vec{x}, \vec{x}^{\prime}\right)$, where $\rho\left(\vec{x}, \vec{x}^{\prime}\right)$ denotes the geodesic distance from $\vec{x}$ to $\vec{x}^{\prime}$. The $\Delta$ factor constitutes the Van Vleck determinant,

$$
\Delta\left(\vec{x}, \vec{x}^{\prime}\right)=\frac{1}{|g(\vec{x})|^{\frac{1}{2}}} \operatorname{det}\left(-\sigma_{; \mu \nu}\right) \frac{1}{\left|g\left(\vec{x}^{\prime}\right)\right|^{\frac{1}{2}}},
$$

where the corresponding determinant of the metric $g(\vec{x}) \equiv \operatorname{det} g_{\mu \nu}(\vec{x})$ as well as covariant derivatives $\sigma_{; \mu \nu}$ enter.

### 3.3 Heat kernel expansion in gauge theories

Due to its physical importance, we finally want to present the heat kernel expansion for the functional determinant that appears in the context of the calculation of gauge theory effective actions. Consider e.g. the operator $\mathcal{M}=m^{2}-\not D^{2}$; it appears when the fermionic fluctuations are integrated out in some gauge field background. Using (3.2), the log determinant can be expressed in terms of the heat kernel trace of $\mathcal{M}$ as

$$
\begin{equation*}
\ln \operatorname{det}\left(m^{2}-\not D^{2}\right)=-\int_{0}^{\infty} \frac{\mathrm{d} t}{t} e^{-m^{2} t} \operatorname{Tr}\left\{e^{-\left(-\not D^{2}\right) t}\right\} \tag{3.8}
\end{equation*}
$$

The heat kernel trace has an expansion

$$
\begin{equation*}
\operatorname{Tr}\left\{e^{-\left(-\not D^{2}\right) t}\right\} \sim \frac{1}{(4 \pi t)^{\frac{d}{2}}} \sum_{k} t^{k} a_{k}[F] \tag{3.9}
\end{equation*}
$$

where the coefficients $a_{k}[F]$ are now functionals of the field strength $F_{\mu \nu}$. In the non-abelian situation, the first ones read as follows [18, 19]:

$$
\begin{aligned}
a_{0}[F] & =\mathrm{vol} \\
a_{1}[F] & =0 \\
a_{2}[F] & =\frac{2}{3} \int \operatorname{Tr}\left\{F_{\mu \nu}^{2}\right\} \\
a_{3}[F] & =-\frac{2}{45} \int \operatorname{Tr}\left\{\left(3 D_{\nu} F_{\lambda \mu}\right)\left(D_{\nu} F_{\lambda \mu}\right)-13 i F_{\nu \lambda} F_{\lambda \mu} F_{\mu \nu}\right\}
\end{aligned}
$$

The relevant physical quantity is the functional determinant which is normalized with respect to the field free case. A heat kernel expansion in $d=4$ dimensions leads to

$$
\begin{equation*}
\ln \left(\frac{\operatorname{det}\left(m^{2}-\not D^{2}\right)}{\operatorname{det}\left(m^{2}-\not \ddot{ }^{2}\right)}\right)=-\int_{0}^{\infty} \frac{\mathrm{d} t}{t} \frac{e^{-m^{2} t}}{(4 \pi t)^{2}} \sum_{k=3} a_{k}[F] t^{k} \tag{3.10}
\end{equation*}
$$

where $a_{0}$ drops out ${ }^{3}$ since we consider the ratio of the determinants, and $a_{2}$ is absorbed by charge renormalization. Thus,

$$
\begin{equation*}
\ln \left(\frac{\operatorname{det}\left(m^{2}-\not D^{2}\right)}{\operatorname{det}\left(m^{2}-\not \partial^{2}\right)}\right)=-\frac{m^{4}}{(4 \pi)^{2}} \sum_{k=3} \frac{(k-3)!}{m^{2 k}} a_{k}[F] \tag{3.11}
\end{equation*}
$$

[^2]this constitutes the large mass expansion of the effective action. At last we would like to note, that high-precision computations for such expressions are obstructed by the fact that the number of terms in the expansion grow approximately factorially with $k$. Hence, we already have to deal with 300 terms at order $\mathcal{O}\left(1 / m^{12}\right)$.

## 4 Paradigm: The Euler-Heisenberg effective action

An important and illustrative example is the one-loop contribution to the QED effective action for constant ${ }^{4}$ field strength $F_{\mu \nu}$. In this case one can compute all quantities of interest in closed form and gain valuable insight into the zeta function- and heat kernel methods.

The one-loop effective action is essentially given by the log-det of the Dirac operator, $-i \not D+m$, where $\not D=\gamma^{\mu}\left(\partial_{\mu}+i e A_{\mu}\right)$, with the corresponding subtraction of the field-free case:

$$
\begin{equation*}
\Gamma[A]=-i \ln \operatorname{det}\left(\frac{-i \not D+m}{-i \not \partial+m}\right) \tag{4.1}
\end{equation*}
$$

In order to evaluate the spectrum of the operators in Eq. (4.1), we first rewrite the argument of the determinant via ${ }^{5}$

$$
\begin{align*}
\ln \operatorname{det}(-i \not D+m) & =\frac{1}{2}(\ln \operatorname{det}(-i \not D+m)+\ln \operatorname{det}(-i \not D+m)) \\
& =\frac{1}{2}(\ln \operatorname{det}(-i \not D+m)+\ln \operatorname{det}(i \not D+m)) \\
& =\frac{1}{2} \ln \operatorname{det}\left(\not D^{2}+m^{2}\right)=\frac{1}{2} \operatorname{Tr}\left\{\ln \left(\not D^{2}+m^{2}\right)\right\} \tag{4.2}
\end{align*}
$$

where we have omitted the field-free subtraction temporarily. The evaluation of Eq. for constant, purely magnetic fields is considerably facilitated by the fact that the Landau levels appear as part of the spectrum (cf. exercise 9.1). The general result for both constant electric and magnetic fields was given by Euler and Heisenberg already in 1936 [13] and later rederived by Schwinger [47]:

$$
\begin{equation*}
\Gamma_{R}=-\frac{\Omega}{8 \pi^{2}} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{3}} e^{-m^{2} t}\left(\frac{e^{2} a b t^{2}}{\tanh (e b t) \tan (e a t)}-1-\frac{\left(a^{2}-b^{2}\right) e^{2} t^{2}}{3}\right) \tag{4.3}
\end{equation*}
$$

We have introduced the Lorentz invariants

$$
\begin{align*}
a^{2}-b^{2} & =\vec{E}^{2}-\vec{B}^{2}=-\frac{1}{2} F_{\mu \nu} F^{\mu \nu}  \tag{4.4a}\\
a \cdot b & =\vec{E} \cdot \vec{B}=-\frac{1}{4} F_{\mu \nu} \tilde{F}^{\mu \nu} . \tag{4.4b}
\end{align*}
$$

[^3]
$+$



Figure 1: The diagrammatic perturbative expansion in $e$ of the Euler-Heisenberg effective action. Note that only even numbers of external photon lines appear, due to charge conjugation invariance (FURRY's theorem).

In (4.3), the first substraction corresponds to substraction of the free-field case, while the second substraction is associated with charge renormalization. The physical consequences of the Lagrangian in Eq. (4.3) become more obvious by a weak field expansion meaning $E \frac{e}{m^{2}} \equiv$ $\frac{E}{E_{\text {crit }}} \ll 1, B \frac{e}{m^{2}} \equiv \frac{B}{B_{\text {crit }}} \ll 1$.
The total effective Lagrangian then reads in the lowest non-linear order:

$$
\mathcal{L}=\frac{1}{2}\left(\vec{E}^{2}-\vec{B}^{2}\right)+\frac{2 \alpha^{2}}{45 m^{4}}\left[\left(\vec{E}^{2}-\vec{B}^{2}\right)^{2}+7(\vec{E} \cdot \vec{B})^{2}\right]+\ldots
$$

As one sees, the first contribution to the action is just the classical Maxwell term. The higher, non-linear terms correspond to light-light scattering (cf. the second diagram in Fig. 1) and thereby imply that the vacuum behaves like a dielectric medium under an external electromagnetic field.
Consider again the integral expression (4.3) in the case of a constant magnetic field. With $a=0$ and $b=B$, the effective Lagrangian becomes

$$
\begin{equation*}
\mathcal{L}=-\frac{e^{2} B^{2}}{8 \pi^{2}} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{2}} e^{-m^{2} t / e B}\left(\frac{1}{\tanh (t)}-\frac{1}{t}-\frac{t}{3}\right) \tag{4.5}
\end{equation*}
$$

Inserting the series expansion of $\operatorname{coth} t$ into Eq. (4.5) one finds that $\mathcal{L}$ has the expansion

$$
\begin{equation*}
\mathcal{L}=-\frac{m^{4}}{8 \pi^{2}} \sum_{n=0}^{\infty} \frac{\mathcal{B}_{2 n+4}}{(2 n+4)(2 n+3)(2 n+2)}\left(\frac{2 e B}{m^{2}}\right)^{2 n+4}, \tag{4.6}
\end{equation*}
$$

where $\mathcal{B}_{2 n}$ are the Bernoulli numbers. However, the Bernoulli numbers have the properties of growing exponentially and alternating in sign. So our perturbative series (which we have to all orders!) of the effective Lagrangian in Eq. (4.6) is clearly divergent! As we will see in the following section, we can make sense of this result by the use of Borel summation.

### 4.1 Borel summation of the EH perturbative series

The divergent perturbative expansion (4.6) of the EH effective action illustrates some important features of the relation between perturbation theory and non-perturbative physics. A useful
framework for this discussion is provided by Borel summation. To introduce the basic idea, consider the alternating, divergent series

$$
\begin{equation*}
f(g)=\sum_{n=0}^{\infty}(-1)^{n} n!g^{n} \tag{4.7}
\end{equation*}
$$

Let us rewrite the $n!$ in terms of the $\Gamma$ function as $n!=\int_{0}^{\infty} \mathrm{d} t e^{-t} t^{n}$, and suppose for a minute that we could interchange integration and summation just like that. We indicate this questionable procedure by putting a tilde on $f$. We then get

$$
\begin{equation*}
\tilde{f}(g)=\int_{0}^{\infty} \mathrm{d} t \sum_{n=0}^{\infty} e^{-t} t^{n}(-1)^{n} g^{n} \tag{4.8}
\end{equation*}
$$

where we can evaluate the sum and rescale $t \rightarrow t / g$ to find the finite expression

$$
\begin{equation*}
\tilde{f}(g)=\frac{1}{g} \int_{0}^{\infty} \mathrm{d} t \frac{e^{-t / g}}{1+t} \equiv \text { Borel sum of } f \tag{4.9}
\end{equation*}
$$

Note that the integral representation of $\tilde{f}(g)$ in Eq.(4.9) is convergent for all $g>0$. We then define $\tilde{f}(g)$ as the Borel sum of the divergent series $f(g)$.
At a first glance, our manipulations on $f$ seem to give a rather contradictory result. We started off with a rapidly divergent series and "converted" it to a perfectly well defined integral expression. To make sense of this, let us read the above manipulations backwards: Suppose we have e.g. a non-trivial physical theory with some small coupling $g$, which is not exactly soluble. A common approach is just to expand the corresponding equations around $g=0$ in order to be able to calculate some predictions of the theory at all.
What we see from Eqs.(4.5) and (4.6) is that this expansion can actually turn out to be asymptotic, i.e. it diverges for arbitrarily small couplings. Thus a high number of series terms does not necessarily improve the perturbative result. The Borel summation, which at first seemed rather dubious, is thus to be understood as a reparation of asymptotic expansion of the original integral expression and thus does in fact deliver meaningful results. Of course, there is significant mathematical and physical interest in the question of the validity and uniqueness of such a procedure, see [21, 22] for some interesting examples.
In this context, we can even make a very advanced statement. As it turns out, perturbative expansions about a small coupling $g$ in physical examples generally take the form [21]

$$
\begin{align*}
f(g) & \sim \sum_{n=0}^{\infty}(-1)^{n} \underbrace{\alpha^{n} \Gamma(\beta n+\gamma)}_{a_{n}} g^{n} \\
& \equiv \frac{1}{\beta} \int_{0}^{\infty} \frac{\mathrm{d} t}{t}\left(\frac{1}{1+t}\right)\left(\frac{t}{\alpha g}\right)^{\gamma / \beta} \exp \left[-\left(\frac{t}{\alpha g}\right)^{1 / \beta}\right] . \tag{4.10}
\end{align*}
$$



Figure 2: Comparison of the exact Euler-Heisenberg action $S$ [solid curve] for constant magnetic field (cf. Eq. (4.5)) with the leading Borel expression [short-long-dash curve], cf. Eq. (4.13), as a function of $\frac{e B}{m^{2}}$, and successive partial sums from the perturbative series [shortdash curves] (cf. Eq. (4.6)). One can see that the leading Borel expression is much better than the series expressions for $\frac{e B}{m^{2}} \geq 1$. Graph taken from [20].

Let us apply this Borel summation technique to the Euler-Heisenberg Lagrangian expansion in (4.6). We identify the weak field expansion coefficients as:

$$
\begin{align*}
a_{n} & =\frac{\mathcal{B}_{2 n+4}}{(2 n+4)(2 n+3)(2 n+2)} \\
& =(-1)^{n+1} \frac{2}{(2 \pi)^{2 n+4}} \Gamma(2 n+2) \zeta(2 n+4) \\
& \sim(-1)^{n+1} \frac{2}{(2 \pi)^{2 n+4}} \Gamma(2 n+2)\left[1+\frac{1}{2^{2 n+4}}+\ldots\right] \tag{4.11}
\end{align*}
$$

We have expanded about large $n$ in the last step, and the other parameters of the general expansion read $\alpha=1 /(2 \pi)^{2}, \beta=\gamma=2$ and $g=\left(2 e B / m^{2}\right)^{2}$. Thus, following Eq. (4.10), the Borel summed expression (4.6) reads

$$
\begin{equation*}
\mathcal{L}=\frac{m^{4}}{8 \pi^{2}}\left(\frac{2 e B}{m^{2}}\right)^{4} \underbrace{\frac{-2}{(2 \pi)^{4}}}_{a_{0}} \underbrace{\frac{1}{2}}_{\beta} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} \frac{1}{1+t}\left(\frac{m^{2} \pi^{2}}{e^{2} B^{2}}\right) \exp \left(-\frac{\pi m^{2}}{e B} \sqrt{t}\right) \tag{4.12}
\end{equation*}
$$

which we simplify by virtue of $t^{1 / 2} \rightarrow s / \pi$ to

$$
\begin{equation*}
\mathcal{L}=\left(\frac{e B}{2 \pi^{2}}\right)^{2} \int_{0}^{\infty} \mathrm{d} s \frac{s}{\pi^{2}+s^{2}} e^{-m^{2} s / e B} \tag{4.13}
\end{equation*}
$$

Eq. (4.13) is thus the leading term of the Borel sum of the Euler-Heisenberg perturbative series.

Since we are in the fortunate situation to know the exact expression for the effective Lagrangian with constant magnetic field, we can directly compare the exact expression with the perturbative
expansion and the leading Borel sum. In Fig. 2, we give the two approximations and the exact expression for the action as a function of $\frac{e B}{m^{2}}$. It can be seen that the leading Borel expression is much better than the perturbative approximation for $\frac{e B}{m^{2}} \geq 1$. Moreover, Fig. 2 shows that the perturbative approximation becomes increasingly worse for $\frac{e B}{m^{2}} \gtrsim 1$ with the adding of higher order terms (dashed curves from right to left).
As a final remark we would like to notice that the divergence of the perturbative series (Eq. (4.6)) finds its analogue in the perturbative series for the ZEEMAN effect in quantum mechanics, which also turns out to diverge [23]. After all, the physical situation for these two calculations is closely related. In the first case, the vacuum and thereby the DIRAC sea is perturbed by the external magnetic field, just as the atomic levels are perturbed in the second situation.

### 4.2 Non-alternating series

We now come to the case of non-alternating series coefficients in Eq. (4.10), and illustrate it again for the instance of the Euler-Heisenberg Lagrangian. Note to this end, that we can extend our perturbative result for constant magnetic fields without further calculations to the case of a constant electric field by the following observation: Demanding Lorentz invariance, we know that the effective Lagrangian can only depend on the invariants $I_{1}=\vec{B}^{2}-\vec{E}^{2}$ and $I_{2}=\vec{E} \cdot \vec{B}$. Thus, by a duality transformation

$$
\begin{equation*}
\left.\mathcal{L}\left(I_{1}, I_{2}\right)\right|_{\vec{E}=\text { const }, \vec{B}=0}=\mathcal{L}\left(-\vec{E}^{2}, 0\right)=\mathcal{L}\left((i \vec{E})^{2}, 0\right)=\left.\mathcal{L}\left(I_{1}, I_{2}\right)\right|_{\vec{E}^{\prime}=0, \vec{B}^{\prime}=i \vec{E}} \tag{4.14}
\end{equation*}
$$

we see that the effective Lagrangian for the constant electric field follows from our result for the constant magnetic field via the substitution $\vec{B} \rightarrow i \vec{E}$.
The expansion parameter $g \sim B^{2}$ in which the field appears quadratically thus changes to $g \sim-E^{2}$. Following our steps of Sect. 4.1, we see that the Borel sum for a series for negative expansion parameter (cf. Eq. (4.7)) now becomes ${ }^{6}$

$$
\begin{equation*}
f(-g)=\sum_{n=0}^{\infty} n!g^{n}=\frac{1}{g} \int_{0}^{\infty} \mathrm{d} t \frac{e^{-t / g}}{1-t} \tag{4.15}
\end{equation*}
$$

Even though every term in the series of Eq. (4.15) is real, its Borel sum has a pole and thereby an imaginary part. With

$$
\begin{equation*}
\operatorname{Res}_{1}(f)=-\frac{1}{g} e^{-1 / g} \tag{4.16}
\end{equation*}
$$

[^4]we find that the imaginary part yields
\[

$$
\begin{equation*}
\Im f(-g)=\frac{\pi}{g} e^{-1 / g} \tag{4.17}
\end{equation*}
$$

\]

Note that this imaginary part is nonperturbative in $g$ : it does not appear at any order in perturbation theory. This procedure captures important physics of the Euler-Heisenberg Lagrangian with a constant electric field,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{8 \pi^{2}} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{3}} e^{-m^{2} t}\left(\frac{e E t}{\tan (e E t)}-1+\frac{(e E t)^{2}}{3}\right) \tag{4.18}
\end{equation*}
$$

whose leading contribution to the imaginary part reads

$$
\begin{equation*}
\Im \mathcal{L} \sim \frac{e^{2} E^{2}}{8 \pi^{3}} e^{-\pi m^{2} / e E} \tag{4.19}
\end{equation*}
$$

This can be associated with a pair production ${ }^{7}$ rate $w=2 \Im \mathcal{L}$. This result was first calculated by Euler and Heisenberg, and later reformulated in more modern QED by Schwinger and is usually referred to as Schwinger pair production. It reflects the fact that the QED vacuum is unstable in the presence of an external electric field, as the electric field can accelerate apart virtual dipole pairs, which can become real asymptotic $e^{+}$and $e^{-}$particles if they gain sufficient energy $\left(2 m c^{2}\right)$ from the external field. Following our previous analogy with atomic physics, one could say that Schwinger pair production corresponds to an ionization process for which some binding energy must be expended.
Note that the above result is non-perturbative in $E$ since it is singular at $E \rightarrow 0$. Thus pair creation is a result which cannot be calculated at any order in a series expansion. The pair production rate becomes sizeable at around $E_{\text {crit }}=\frac{m^{2}}{e} \stackrel{\text { SI-units }}{=} \frac{m^{2} c^{3}}{e \hbar} \approx 1.37 \times 10^{18} \frac{\mathrm{~V}}{\mathrm{~m}}$. Though this represents a field strength which is still some orders of magnitude above current experimental possibilities, there are expectations that within a few years, a direct observation of this phenomenon is possible by choice of appropriate non-constant field configurations [25].

### 4.3 Perturbative vs non-perturbative

We want to conclude this section by recapitulating our findings and adding some final remarks. We have seen that there is no reason to be anxious about the appearance of asymptotic series when calculating functional determinants. Rather, we understand where they come from and how we can deal with them. Most importantly, we have seen that non-alternating perturbative

[^5]series have lost a crucial part of the underlying physics, namely the occurrence of an imaginary contribution related to a decay process. However, this information can be "recovered" by a Borel analysis.
Finally, we note an interesting analogy concerning the question of the convergence (or otherwise) of QED perturbation theory. In fact, Freeman Dyson presented a simple but strong argument against convergence of the QED perturbative series already in 1952 [26]. He argued that for the power series expansion of a function in the fine structure constant $\alpha=\frac{e^{2}}{\hbar c}$,
\[

$$
\begin{equation*}
F\left(e^{2}\right)=1+a_{1} e^{2}+a_{2} e^{4}+\ldots, \tag{4.20}
\end{equation*}
$$

\]

to be convergent, it has to hold that the function is analytic in an arbitrarily small radius around the origin $e^{2}=0$ in the complex plane. However, this cannot be the case. Consider $F\left(-e^{2}\right)$, which corresponds to the physics in a world where like charges attract each other. In this world, however, the ordinary vacuum state unstable and is not the state of lowest energy. Spontaneous creation of opposite charges due to quantum fluctuations will lead to an accumulation of like charges in some region as the charges will repel each other and eventually gain enough energy to go on shell. Moreover, this is a process which accelerates quickly as more and more electric charges are created out of the vacuum. Observables such as the electric field strength will thus be rendered infinite. Hence, an integration of the equations of motion in this world thus does not possibly seem to yield an analytic function.
Thus, Dyson suggested, $F\left(-e^{2}\right)$ cannot be analytic and there should instead be a branch cut along the negative $e^{2}$ axis. Consequently, the series expansion in Eq. (4.20) can at best be asymptotic.

## 5 The Gel'fand-Yaglom formalism

### 5.1 Preliminaries

In Sect. 2 (and particularly in the corresponding exercises) we have learned that for the computation of the determinant of some operator $\mathcal{M}$, it can be convenient to evaluate the derivative of the associated $\zeta$-function at its origin instead of actually performing the sum over the eigenvalues $\lambda_{n}$.
In this section, we will go one step further and discuss how the functional determinant can be evaluated even if the eigenvalues are not known at all. We will see that if we find some function that vanishes exactly at the eigenvalues $\lambda_{n}$ of an operator $\mathcal{M}$, we can (numerically) evaluate that function and relate this result to the determinant of $\mathcal{M}$. Here, we will demonstrate the


Figure 3: Contour $\gamma$ in the $\lambda$-plane. Notice the branch cut along the negative real axis (thick line).
basic ideas of this relation. A mathematically rigorous and detailed treatment of the derivation is e.g. found in [27, 29, 32].
Thus, let us consider the situation that we do not have the eigenvalues in particular, but that they are rather given as zeros of some function, i.e., the eigenvalues $\lambda_{n}$ fulfill

$$
\begin{equation*}
\mathcal{F}(\lambda)=0 \quad \forall \lambda=\lambda_{n}, n \in \mathbb{N} \tag{5.1}
\end{equation*}
$$

In this case, the expression

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \ln \mathcal{F}(\lambda)=\frac{\mathcal{F}^{\prime}(\lambda)}{\mathcal{F}(\lambda)} \tag{5.2}
\end{equation*}
$$

has poles exactly at $\lambda_{n}$. Moreover it holds, as one can see by expanding Eq. (5.2) about $\lambda_{n}$, that the residue at those poles is 1 . We thus can write the $\zeta$-function as

$$
\begin{equation*}
\zeta(s)=\frac{1}{2 \pi i} \int_{\gamma} \mathrm{d} \lambda \lambda^{-s} \frac{\mathrm{~d} \ln \mathcal{F}(\lambda)}{\mathrm{d} \lambda}, \tag{5.3}
\end{equation*}
$$

where the contour $\gamma$ is chosen as depicted in Fig. 5.1. Note, that the branch cut which is implied by $\lambda^{-s}$ is chosen on the negative real $\lambda$-axis, as usual.
We now deform the contour $\gamma \rightarrow \gamma_{-}$such that it encloses the negative real $\lambda$-axis, rather than the positive real axis, see Fig. 5.1. When shifting the upper and lower half of the $\gamma_{-}$-contour towards the branch cut at the negative real $\lambda$-axis, the integrands pick up a phase of $e^{-i \pi s}$ and $e^{i \pi s}$, respectively (see e.g. [28]). Thus Eq. (5.3) becomes

$$
\begin{align*}
\zeta(s) & =\frac{1}{2 \pi i}\left[e^{-i \pi s} \int_{-\infty}^{0} \mathrm{~d} \lambda \lambda^{-s} \frac{\mathrm{~d} \ln \mathcal{F}(\lambda)}{\mathrm{d} \lambda}+e^{i \pi s} \int_{0}^{-\infty} \mathrm{d} \lambda \lambda^{-s} \frac{\mathrm{~d} \ln \mathcal{F}(\lambda)}{\mathrm{d} \lambda}\right] \\
& =\frac{\sin (\pi s)}{\pi} \int_{0}^{-\infty} \mathrm{d} \lambda \lambda^{-s} \frac{\mathrm{~d} \ln \mathcal{F}(\lambda)}{\mathrm{d} \lambda} . \tag{5.4}
\end{align*}
$$



Figure 4: Contour $\gamma_{-}$in the $\lambda$-plane. Notice the branch cut along the negative real axis (thick line).

Differentiating Eq. (5.4) with respect to $s$ and setting $s=0$ yields

$$
\begin{equation*}
-\zeta^{\prime}(0)=-\ln \mathcal{F}(-\infty)+\ln \mathcal{F}(0) \tag{5.5}
\end{equation*}
$$

since only the total derivative remains as integrand. But we already know from Sect.2, that $\zeta^{\prime}(0)$ can be related to the spectrum of a general operator $\mathcal{M}$ via

$$
\begin{equation*}
\operatorname{det} \mathcal{M}=\exp \left(-\zeta^{\prime}(0)\right) \tag{5.6}
\end{equation*}
$$

Thus, to make use of Eq.(5.5) for the evaluation of the determinant for $\mathcal{M}$, all we need to do now is to find the corresponding function $\mathcal{F}$. Note also that the term $\mathcal{F}(-\infty)$ is typically independent of the details of the potential $V(x)$. Thus, in typical physical problems, where the functional determinants are normalized with respect to the value of the free $[V(\vec{x})=0$ ] operators, the contribution $\mathcal{F}(-\infty)$ drops out, and we have

$$
\begin{equation*}
\ln \left(\frac{\operatorname{det} \mathcal{M}}{\operatorname{det} \mathcal{M}_{\text {free }}}\right)=\ln \left(\frac{\mathcal{F}(0)}{\mathcal{F}_{\text {free }}(0)}\right) \tag{5.7}
\end{equation*}
$$

### 5.2 One-dimensional Schrödinger operators

In a one-dimensional situation we can use the above considerations to formulate the so-called Gel'fand-Yaglom theorem [31, 33], which gives a very simple way to compute the determinant of a one-dimensional Schrödinger operator.
Let $\mathcal{M}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x)$ be a Schrödinger operator on a finite interval $x \in[0,1]$. Suppose that we want to solve the eigenvalue equation with Dirichlet boundary conditions

$$
\begin{equation*}
\mathcal{M} \phi_{n}=\lambda_{n} \phi_{n}, \quad \phi_{n}(0)=\phi_{n}(1)=0, \tag{5.8}
\end{equation*}
$$

where $0<\lambda_{1}<\lambda_{2}<\ldots$ are discrete, non-degenerate eigenvalues that are bounded from below. We can achieve this by contructing an initial value problem with the same operator $\mathcal{M}$, but different boundary conditions:

$$
\begin{equation*}
\mathcal{M} u_{\lambda}=\lambda u_{\lambda}, \quad u_{\lambda}(0)=0, \quad u_{\lambda}^{\prime}(0)=1 \tag{5.9}
\end{equation*}
$$

This determines the function $u_{\lambda}(x)$ uniquely ${ }^{8}$. If $\lambda$ is to be an eigenvalue of the original problem (5.8), then it also holds that $u_{\lambda}(1)=0$. So considering $u_{\lambda}(1)$ as a function of $\lambda$, we can set

$$
\begin{equation*}
\mathcal{F}(\lambda) \equiv u_{\lambda}(1), \tag{5.10}
\end{equation*}
$$

and from our previous considerations (Sect. 5.1) we know that

$$
\begin{equation*}
-\zeta^{\prime}(0)=\ln \left(\frac{u_{\lambda=0}(1)}{u_{\lambda=-\infty}(1)}\right) . \tag{5.11}
\end{equation*}
$$

By means of Eq.(5.6), it thus holds for the operator $\mathcal{M}$, that

$$
\begin{equation*}
\frac{\operatorname{det}(\mathcal{M})}{\operatorname{det}\left(\mathcal{M}_{\text {free }}\right)}=\frac{u_{\lambda=0}(1)}{u_{\lambda=0}^{\text {free }}(1)} \tag{5.12}
\end{equation*}
$$

Let us summarize what we have achieved until now. Instead of solving the eigenvalue equation (5.8), we just need to find some function $u$, such that $\mathcal{M} u=0$ with the initial values $u(0)=0$ and $u^{\prime}(0)=1$. The determinant of the operator is then given by

$$
\begin{equation*}
\operatorname{det} \mathcal{M}=u(1) \tag{5.13}
\end{equation*}
$$

This is quite an astounding result. It says that to compute the determinant of $\mathcal{M}$, we actually do not have to know any of its eigenvalues.

Let us illustrate this procedure by means of an easy example for which the product over the eigenvalues can also be computed directly. Of course, the usefulness of the Gel'fand Yaglom theorem, however, rather lies in the situations where this is not possible .
Let $\mathcal{M}$ be the Helmholtz operator, with Dirichlet boundary conditions at 0 and $L$,

$$
\begin{equation*}
\mathcal{M}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+m^{2} \tag{5.14}
\end{equation*}
$$

where $\mathcal{M}_{\text {free }}$ in this case is simply given by the Laplace operator, $\mathcal{M}_{\text {free }}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$. For this situation the eigenvalues are well known and we can immediately give the normalized determinant:

$$
\begin{equation*}
\frac{\operatorname{det}(\mathcal{M})}{\operatorname{det}\left(\mathcal{M}_{\text {free }}\right)}=\prod_{n=1}^{\infty}\left(\frac{m^{2}+\left(\frac{n \pi}{L}\right)^{2}}{\left(\frac{n \pi}{L}\right)^{2}}\right)=\prod_{n=1}^{\infty}\left(1+\left(\frac{m L}{n \pi}\right)^{2}\right)=\frac{\sinh (m L)}{m L} \tag{5.15}
\end{equation*}
$$

[^6]In order to compute this determinant by means of the Gel'fand and Yaglom theorem, we need to solve (5.9) with $\lambda=0$, for each operator. That is, we solve the two differential equations with initial conditions:

$$
\begin{align*}
-u^{\prime \prime}+m^{2} u & =0, & & u(0)=0,
\end{align*} r \begin{array}{ll}
u^{\prime}(0) & =1  \tag{5.16a}\\
-u_{\text {free }}^{\prime \prime} & =0, \tag{5.16b}
\end{array}
$$

The solutions to these equations read $u(x)=\frac{\sinh (m x)}{m}$, and $u_{\text {free }}(x)=x$, thus with Eq. (5.12) we find that

$$
\begin{equation*}
\frac{\operatorname{det}(\mathcal{M})}{\operatorname{det}\left(\mathcal{M}_{\text {free }}\right)}=\frac{u(L)}{u_{\text {free }}(L)}=\frac{\sinh (m L)}{m L}, \tag{5.17}
\end{equation*}
$$

which does indeed give exactly the same result as computing directly the product of the eigenvalues in Eq. (5.15). This is a somewhat trivial example, as all the eigenvalues are known, and their product is associated with infinite product representation of the sinh function. But if $\mathcal{M}$ were to include a nontrivial potential, the eigenvalue approach is rarely possible while the Gelfand-Yaglom approach is a simple numerical calculation.

As a second paradigmatic example we consider the Pöschl-Teller [32, 34, 35] potential. The corresponding operator reads

$$
\begin{equation*}
\mathcal{M}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+m^{2}-j(j+1) \operatorname{sech}^{2}(x) \tag{5.18}
\end{equation*}
$$

where $j$ takes integer values. The PöSChl-Teller potential has $j$ discrete bound states at $E_{l}=m^{2}-l^{2}$, where $l=1 \ldots j$, as well as a continuous spectrum of states, for which the density of states is given by

$$
\begin{equation*}
\rho(k)=\frac{1}{\pi} \frac{\mathrm{~d}}{\mathrm{~d} k} \delta(k)=-\frac{2}{\pi} \sum_{l=1}^{j} \frac{l}{l^{2}+k^{2}} . \tag{5.19}
\end{equation*}
$$

Here $\delta(k)$ constitutes the phase shift which is induced by a scattering off the potential. Thus, the spectrum of $\mathcal{M}$ is given by

$$
\begin{align*}
\ln \operatorname{det} \mathcal{M} & =\sum_{l=1}^{j} \ln \left(m^{2}-l^{2}\right)+\int_{0}^{\infty} \mathrm{d} k \rho(k) \ln \left(k^{2}+m^{2}\right) \\
& =\sum_{l=1}^{j} \ln \left(m^{2}-l^{2}\right)-\frac{2}{\pi} \sum_{l=1}^{j} l \int_{0}^{\infty} \frac{\mathrm{d} k}{l^{2}+k^{2}} \ln \left(k^{2}+m^{2}\right) \\
& =\sum_{l=1}^{j} \ln \left(m^{2}-l^{2}\right)-2 \sum_{l=1}^{j} \ln (m-l) \\
& =\ln \left((-1)^{j} \frac{\Gamma(j-m) \Gamma(1+m)}{\Gamma(1-m) \Gamma(1+m+j)}\right) \\
& =\ln \left(\frac{\Gamma(m) \Gamma(m+1)}{\Gamma(m-j) \Gamma(j+m+1)}\right) \tag{5.20}
\end{align*}
$$

It is a simple but instructive numerical exercise to compute $\operatorname{det} \mathcal{M}$ by the Gel'fand-Yaglom method, integrating from $x=-L$ to $x=+L$ (for some $L \gg 1$ ), using the initial value boundary conditions given above, and comparing with the exact expression (5.20). From Eq. (5.20) we see that the determinant vanishes for all integers $m \leq j$. This makes sense, because for such values of $m$ there is a bound state with zero energy: i.e., a "zero mode" makes the determinant vanish. We will learn about the physical background of such zero modes in the following example.

### 5.3 Sine-Gordon Solitons and zero modes of the determinant

Consider the following scalar Lagrangian in 1+1-dimensional QFT:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}-\underbrace{\frac{2}{g} \sin ^{2}\left(\frac{\sqrt{g}}{2} \phi\right)}_{U(\phi)}, \quad \mu=0,1 \tag{5.21}
\end{equation*}
$$

Suppose that we adopt a semiclassical approximation in order to solve the theory, i.e. we compute the second variation of the potential with respect to the field and expand it around the classical solution. Firstly, to find the classical solution, we compute the field configuration that leads to a static energy $E$. Writing the energy as

$$
\begin{equation*}
E=\int \mathrm{d} x\left(\frac{1}{2} \phi^{\prime 2}+U(\phi)\right)=\int \mathrm{d} x\left(\frac{1}{2}\left(\phi^{\prime}-\sqrt{2 U(\phi)}\right)^{2}+\phi^{\prime} \sqrt{2 U(\phi)}\right) \tag{5.22}
\end{equation*}
$$

one sees that it is minimized at $\phi^{\prime}=\sqrt{2 U(\phi)}$. For the Sine-Gordon example, the classical solution is thus determined by the first order differential equation

$$
\begin{equation*}
\phi^{\prime}=\frac{2}{\sqrt{g}} \sin \left(\frac{\sqrt{g}}{2} \phi\right) \tag{5.23}
\end{equation*}
$$

which is solved by ${ }^{9}$

$$
\begin{equation*}
\phi_{\mathrm{cl}}(x)=\frac{4}{\sqrt{g}} \arctan (\exp (x)) \tag{5.24}
\end{equation*}
$$

We now want to compute the fluctuation operator about the classical solution,

$$
\begin{equation*}
\mathcal{M}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}\right|_{\phi=\phi_{\mathrm{cl}}} \tag{5.25}
\end{equation*}
$$

which can be evaluated by virtue of Eq. (5.24),

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}\right|_{\phi=\phi_{\mathrm{cl}}}=\left.\cos (\sqrt{g} \phi(x))\right|_{\phi=\phi_{\mathrm{cl}}}=1-2 \operatorname{sech}^{2}(x) \tag{5.26}
\end{equation*}
$$

We see that this corresponds exactly to the Pöschl-Teller [32] potential with $m=1$ and $j=1$ (cf. Eq. (5.18)) and thus we already know that the determinant of Eq. (5.25) has a zero

[^7]mode. The corresponding eigenfunction $\psi$ to the eigenvalue 0 is determined by
\[

$$
\begin{equation*}
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x)\right) \psi(x)=0 \tag{5.27}
\end{equation*}
$$

\]

where $V(x)=\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}\right|_{\phi=\phi_{\mathrm{cl}}}$. The solution to Eq. (5.27) is given by $\psi=\phi_{\mathrm{cl}}^{\prime}$, which one can directly verify be insertion of $\phi_{\mathrm{cl}}^{\prime}$ into Eq. (5.27),

$$
\begin{equation*}
-\phi_{\mathrm{cl}}^{\prime \prime \prime}+\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}\right|_{\phi=\phi_{\mathrm{cl}}} \phi_{\mathrm{cl}}^{\prime}=0 \tag{5.28}
\end{equation*}
$$

where $\phi^{\prime}=\sqrt{2 U(\phi)}$ implies that

$$
\begin{equation*}
-\phi_{\mathrm{cl}}^{\prime \prime \prime}=-\left.(\sqrt{2 U(\phi)})^{\prime \prime}\right|_{\phi=\phi_{\mathrm{cl}}}=-\left.\left(\frac{\mathrm{d} U}{\mathrm{~d} \phi}\right)^{\prime}\right|_{\phi=\phi_{\mathrm{cl}}}=-\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}} \phi^{\prime}\right|_{\phi=\phi_{\mathrm{cl}}} . \tag{5.29}
\end{equation*}
$$

This zero mode actually results from the translational invariance of the classical solution. The general solution to the differential equation (5.23) is given by

$$
\begin{equation*}
\phi_{\mathrm{cl}}(x)=\frac{4}{\sqrt{g}} \arctan \left(\exp \left(x-x_{0}\right)\right) \tag{5.30}
\end{equation*}
$$

where $x_{0}$ denotes an arbitrary constant. Remember that the fluctuation operator of Eq.(5.25) from the semiclassical approximation results from a Gaussian integration over the fields $\phi$, i.e. we use that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} x e^{-a x^{2}}=\sqrt{\frac{\pi}{a}} \tag{5.31}
\end{equation*}
$$

where $a$ in our functional integration yields the determinant of the fluctuation operator. However, if we integrate over a field configuration that has zero eigenvalue, or zero $a$ in the above terminology, it should give us simply a volume factor corresponding to integration over the kink location $x_{0}$. I.e. in quantizing around the classical solution, cf. Eq. (1.5), we implicitly assumed that no zero modes exist.
Thus, what we really need to compute rather than just the determinant of the fluctuation operator, is

$$
\begin{equation*}
\sqrt{\frac{S_{\mathrm{cl}}}{2 \pi}}\left[\operatorname{det}^{\prime}\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}\right|_{\phi=\phi_{\mathrm{cl}}}\right)\right]^{-\frac{1}{2}} \tag{5.32}
\end{equation*}
$$

where the prime shall denote that occurring zero modes have been removed and the determinant picks up a volume factor of $\left(S_{\mathrm{cl}} / 2 \pi\right)^{1 / 2}$ for each zero mode, cf. [42]. In practical calculations to find the determinant without zero modes, one uses a small parameter $k^{2}$, in order to move the zero mode away from zero:

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{M}+k^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{\text {free }}+k^{2}\right)} \sim k^{2} \frac{\operatorname{det}^{\prime}(\mathcal{M})}{\operatorname{det}\left(\mathcal{M}_{\text {free }}\right)}, \quad k^{2} \rightarrow 0 \tag{5.33}
\end{equation*}
$$

In fact, there is a quick way to compute $\operatorname{det}^{\prime}(\mathcal{M})$ : see [30] for one-dimension, and [44, 41] for the multidimensional radial case.

### 5.4 Gel'fand Yaglom with generalized boundary conditions

In our calculations using the Gel'fand Yaglom theorem, we have so far only considered DIRICHLET boundary conditions for the operator $\mathcal{M}$. Clearly, it would be very helpful to extend our findings to non-Dirichlet boundary conditions. This has been done [30]. Here we simply quote the results.
Consider again the eigenvalue equation for the Schrödinger operator:

$$
\begin{equation*}
-u_{\lambda}^{\prime \prime}+V u_{\lambda}=\lambda u_{\lambda} \tag{5.34}
\end{equation*}
$$

By defining $v_{\lambda} \equiv u_{\lambda}^{\prime}$, we can rewrite Eq.(5.34) in first order matrix form:

$$
\frac{\mathrm{d}}{\mathrm{~d} x}\binom{u_{\lambda}}{v_{\lambda}}=\left(\begin{array}{cc}
0 & 1  \tag{5.35}\\
V-\lambda & 0
\end{array}\right)\binom{u_{\lambda}}{v_{\lambda}}
$$

Using $2 \times 2$ matrices $M$ and $N$, we can then implement generalized boundary conditions by demanding

$$
\begin{equation*}
M\binom{u_{\lambda}(0)}{v_{\lambda}(0)}+N\binom{u_{\lambda}(1)}{v_{\lambda}(1)}=0 \tag{5.36}
\end{equation*}
$$

for appropriate choice of $M$ and $N$. E.g., we have

$$
\begin{array}{lccc}
M=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), & N=\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right), & \leftrightarrow & \text { Dirchlet b.c.'s } \\
M=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), & N=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), & \leftrightarrow & \text { Neumann b.c.'s } \\
M=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & N=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right), & \leftrightarrow & \text { periodic b.c.'s } \\
M=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & N=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), & \leftrightarrow & \text { antiperiodic b.c.'s } \tag{5.37d}
\end{array}
$$

The Gel'fand-Yaglom theorem for generalized boundary conditions then reads [29]

$$
\operatorname{det}\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x)\right)=\operatorname{det}\left(M+N\left(\begin{array}{cc}
u_{(1)}(L) & u_{(2)}(L)  \tag{5.38}\\
u_{(1)}^{\prime}(L) & u_{(2)}^{\prime}(L)
\end{array}\right)\right)
$$

where $u_{(1)}$ and $u_{(2)}$ define two linearly independent solutions to

$$
\begin{equation*}
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x)\right) u_{(i)}=0 \tag{5.39}
\end{equation*}
$$

with initial value conditions

$$
\begin{array}{ll}
u_{(1)}(0)=1, & u_{(1)}^{\prime}(0)=0 \\
u_{(2)}(0)=0, & u_{(2)}^{\prime}(0)=1 . \tag{5.40b}
\end{array}
$$

Thus again, we have reduced the problem of computing an infinite-dimensional determinant to the evaluation of a $2 \times 2$ matrix determinant whose entries are obtained simply by the (numerical) integration of two initial value problems. At last we would like to mention that the method of Gel'fand and Yaglom also generalizes to coupled systems of ordinary differential equations [29] and to general Sturm-Liouville operators [30].

## 6 Radial Gel'fand-Yaglom formalism in higher dimensions

## 6.1 d-dimensional radial operators

In the previous section we have discussed the very versatile Gel'fand-Yaglom formalism which is applicable for computing the determinant of several types of one-dimensional differential operators. It is natural to ask if and how our findings translate to higher-dimensional problems. Unfortunately a corresponding theorem for such a general class of differential operators in higher dimensions is not known. However, for radially symmetric problems the formalism of the previous section can be extended to arbitrarily many dimensions [41].

Consider the $d$-dimensional eigenvalue problem

$$
\begin{equation*}
(-\triangle+V(r)) \Psi(x)=\lambda \Psi(x) \tag{6.1}
\end{equation*}
$$

where $\triangle$ constitutes the Laplace operator in $d$ dimensions. Due to the radial symmetry of the potential in Eq. (6.1), the eigenfunctions $\Psi$ can be given as linear combinations of hyperspherical harmonics

$$
\begin{equation*}
\Psi(r, \vec{\theta})=\frac{1}{r^{(d-1) / 2}} \psi_{(l)}(r) Y_{(l)}(\vec{\theta}), \tag{6.2}
\end{equation*}
$$

where the $\psi_{(l)}$ are solutions to the radial equation

$$
\begin{equation*}
\mathcal{M}_{(l)} \psi_{(l)}(r):=\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\left(l+\frac{d-3}{2}\right)\left(l+\frac{d-1}{2}\right)}{r^{2}}+V(r)\right) \psi_{(l)}(r)=\lambda \psi_{(l)}(r) . \tag{6.3}
\end{equation*}
$$

The radial eigenfunctions $\psi_{(l)}$ come in $d \geq 2$ with a degeneracy factor of

$$
\begin{equation*}
\operatorname{deg}(l ; d)=\frac{(2 l+d-2)(l+d-3)!}{l!(d-2)!}, \tag{6.4}
\end{equation*}
$$

which e.g. in three dimensions results in a factor of $\operatorname{deg}(l ; 3)=2 l+1$, which is familiar from standard quantum mechanical problems. Note also, that for large $l$ the degeneracy factor behaves as

$$
\begin{equation*}
\operatorname{deg}(l ; d) \sim l^{d-2} \tag{6.5}
\end{equation*}
$$

We now want to discuss how to evaluate the determinant of the radial operator $\mathcal{M}_{(l)}$ as defined in Eq. (6.3). From the previous section, adapted to a radial Sturm-Liouville form, we know that we can solve, instead of explicitly calculating the eigenvalues of the operator $\mathcal{M}_{(l)}$, the initial value problem and obtain

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}^{\text {free }}+m^{2}\right)}=\frac{\phi_{(l)}(R)}{\phi_{(l)}^{\text {free }}(R)} \tag{6.6}
\end{equation*}
$$

Here $\phi_{(l)}$ and $\phi_{(l)}^{\text {free }}$ are again the eigenfunctions of the operator corresponding to the eigenvalue zero and obey the usual initial value conditions:

$$
\begin{align*}
\left(\mathcal{M}_{(l)}+m^{2}\right) \phi_{(l)} & =0, \quad \phi_{(l)} \sim r^{l+\frac{d-1}{2}}, \quad r \rightarrow 0  \tag{6.7a}\\
\left(\mathcal{M}_{(l)}^{\text {free }}+m^{2}\right) \phi_{(l)}^{\text {free }} & =0, \quad \phi_{(l)}^{\text {free }} \sim r^{l+\frac{d-1}{2}}, \quad r \rightarrow 0 \tag{6.7b}
\end{align*}
$$

Here, $\mathcal{M}_{(l)}^{\text {free }}$ constitutes the operator in Eq. (6.12) without the potential term $V(r) ; m^{2}$ is not to be considered a part of $V(r)$ in the following. The eigenfunctions of $\mathcal{M}_{(l)}^{\text {free }}$ are known to read

$$
\begin{equation*}
\phi_{(l)}^{\mathrm{free}}(r)=\frac{\Gamma\left(l+\frac{d}{2}\right) \sqrt{r}}{\left(\frac{m}{2}\right)^{l+\frac{d}{2}-1}} I_{l+\frac{d}{2}-1}(m r) \sim r^{l+(d-1) / 2}, \quad r \rightarrow 0 \tag{6.8}
\end{equation*}
$$

where the $I$ denote the Bessel functions of complex arguments $I_{n}(r)=i^{-n} J_{n}(i r)$.
In physical situations the outer Dirichlet boundary is often at $R=\infty$. Hence, one can evaluate Eq. (6.6) and let $R \rightarrow \infty$ in the end. However, since the eigenfunctions $\phi_{(l)}^{(\text {free })} \sim$ $e^{m r} \xrightarrow{r \rightarrow \infty} \infty$, it is numerically favorable not to evaluate $\phi_{(l)}$ and $\phi_{(l)}^{\text {free }}$ separately, but instead to immediately calculate their ratio. Defining

$$
\begin{equation*}
\mathcal{R}_{(l)}(r):=\frac{\phi_{(l)}(r)}{\phi_{(l)}^{\text {free }}(r)} \tag{6.9}
\end{equation*}
$$

we can bring Eq. (6.6) into the form

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}^{\mathrm{free}}+m^{2}\right)}=\mathcal{R}_{(l)}(\infty) \tag{6.10}
\end{equation*}
$$

The corresponding differential equation for $\mathcal{R}_{(l)}$ can be obtained from the differential equations for $\phi_{(l)}$ and $\phi_{(l)}^{\text {free }}$ (cf. Eq. (6.7b)), since the exact expression for $\phi_{(l)}^{\text {free }}$ is known. It yields for each partial wave $l$

$$
\begin{equation*}
-\mathcal{R}_{(l)}^{\prime \prime}(r)-\left(\frac{1}{r}+\frac{2 I_{l+\frac{d}{2}-1}^{\prime}(r)}{2 I_{l+\frac{d}{2}-1}(r)}\right) \mathcal{R}_{(l)}^{\prime}+V(r) \mathcal{R}_{(l)}(r)=0 \tag{6.11}
\end{equation*}
$$

with initial conditions $\mathcal{R}_{(l)}(0)=1$ and $\mathcal{R}_{(l)}^{\prime}(0)=0$.
All in all we see that computing the determinant of a partial differential operator that is radially separable is straightforward for any given partial wave $l$ with the Gel'fand Yaglom method. The determinant of the operator normalized with respect to the potential-free case is given through Eq. (6.10), where the function $\mathcal{R}_{(l)}$ is obtained uniquely from the differential Eq. (6.11) with given boundary conditions. However, as we will see shortly, though solving the problem for each partial wave is rather easy, combining them is not.

### 6.2 Example: 2-dimensional Helmholtz problem on a disc

Let us demonstrate the findings of the previous section by means of an explicit example, analogous to the 1-dimensional example in Sec.5.2. Consider a 2-dimensional Helmholtz problem on a disc of radius $R$, i.e. we want to calculate

$$
\begin{equation*}
\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)=\operatorname{det}\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\left(l-\frac{1}{2}\right)\left(l+\frac{1}{2}\right)}{r^{2}}+m^{2}\right) \tag{6.12}
\end{equation*}
$$

with Dirichlet boundary conditions at 0 and $R$. The generalized radial Gel'fand Yaglom theorem of Eq. (6.6) translates in this this situation to

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}\right)}=\frac{\psi_{(l)}(R)}{\psi_{(l)}^{\text {free }}(R)} \tag{6.13}
\end{equation*}
$$

thus the free operator $\mathcal{M}_{(l)}^{\text {free }}$ in this case just corresponds to $\mathcal{M}_{(l)}$, since the mass-term here takes the place of the missing potential $V(r)$. Thus, the solutions to the Gelfand-Yaglom initial value problem are

$$
\begin{align*}
\psi_{(l)}(r) & =\frac{l!\sqrt{r} I_{l}(m r)}{\left(\frac{m}{2}\right)^{l}}  \tag{6.14a}\\
\psi_{(l)}^{\text {free }}(r) & =r^{l+\frac{1}{2}} . \tag{6.14b}
\end{align*}
$$

Consequently, Eq. (6.13) evaluates to

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}\right)}=\frac{l!I_{l}(m R)}{\left(\frac{m R}{2}\right)^{l}} \tag{6.15}
\end{equation*}
$$

We can check on this result by directly computing the determinant from the eigenvalues, which are known for this situation. Due to the imposed Dirichlet boundary conditions, it must hold for each eigenvalue $\lambda$ that $J_{l}(\sqrt{\lambda} R)=0$, and thus the eigenvalues $\lambda$ just read $j_{(l), n}^{2} / R^{2}$, where $j_{(l), n}^{2}$ are the zeros of the BESSEL function, which are only known numerically. Thus, we
find for a fixed $l$ that

$$
\begin{align*}
\frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}\right)} & =\prod_{n=1}^{\infty}\left(\frac{m^{2}+\frac{j_{(l), n}^{2}}{R^{2}}}{\frac{j_{(l), n}^{2}}{R^{2}}}\right)=\prod_{n=1}^{\infty}\left(1+\left(\frac{m R}{j_{(l), n}^{2}}\right)^{2}\right) \\
& =\frac{l!I_{l}(m R)}{\left(\frac{m R}{2}\right)^{l}} \tag{6.16}
\end{align*}
$$

which corresponds to the result of Eq. (6.15) as expected. In the last step of (6.16) we used the product representation of the Bessel function $I_{l}$. Note the interesting fact that there is a simple expression for the determinant, even though there is no known explicit expression for the eigenvalues.

In Eq. (6.15) and Eq. (6.16) we have thus found the determinant for each partial wave. The general result to the Helmholtz problem, however, is given by a sum over all of them. Thus we would naively guess (which will turn out to be wrong)

$$
\begin{align*}
\ln \frac{\operatorname{det}\left(-\triangle+m^{2}\right)}{\operatorname{det}(-\triangle)} & \stackrel{?}{=} \sum_{l=0}^{\infty} \operatorname{deg}(l ; 2) \ln \frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}\right)} \\
& =\ln \left(I_{0}(m l)\right)+\sum_{l=1}^{\infty} 2 \ln \left(\frac{l!I_{l}(m R)}{\left(\frac{m R}{2}\right)^{l}}\right) \tag{6.17}
\end{align*}
$$

We have put a question mark on the first equals sign to indicate that the sum on the right hand sign of equation (6.17) is divergent because (for fixed $m R$ )

$$
\begin{equation*}
\ln \left(\frac{l!I_{l}(m R)}{\left(\frac{m R}{2}\right)^{l}}\right) \sim \frac{1}{l} \tag{6.18}
\end{equation*}
$$

However, this divergence should not be too much of a surprise, since in $d>1$ we know that we should regularize and renormalize the determinant [38].
To see this more clearly, consider a different operator which we discussed already: the normalized determinant of $(i D D+m)$. Formally, we can write

$$
\begin{equation*}
\frac{\operatorname{det}(i \not D+m)}{\operatorname{det}(i \not \partial+m)}=\operatorname{det}\left(\frac{i \not \partial+m+\not A}{i \not \partial+m}\right)=\operatorname{det}(1+G \mathscr{A}), \tag{6.19}
\end{equation*}
$$

where $G$ denotes the Green's function $(i \not \partial+m)^{-1}$. Defining $G \mathcal{A} \equiv T$, the functional determinant can be rewritten as

$$
\begin{equation*}
\operatorname{det}(1+T)=\exp (\operatorname{Tr}\{\ln (1+T)\})=\exp \left(\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} \operatorname{Tr}\left\{T^{k}\right\}\right) \tag{6.20}
\end{equation*}
$$

For some lower order $k$ 's, the traces in Eq. (6.20) can diverge, depending on the dimension. Thus, what one does is to regularize the determinant by dropping the divergent diagrams and
defining the regularized determinant [37, 38]:

$$
\begin{equation*}
\operatorname{det}(1+T)_{n}:=\exp \left(\sum_{k=n}^{\infty} \frac{(-1)^{k+1}}{k} \operatorname{Tr}\left\{T^{k}\right\}\right) \tag{6.21}
\end{equation*}
$$

This mathematical definition of a finite determinant (dating back to work of Poincaré and Hilbert) can be made physically relevant by the procedure of renormalization.

### 6.3 Renormalization

In order to see how we can do the renormalization for the sum over the partial waves, Eq. (6.17), let us review briefly how we derived the expression for the computation of the determinant after all. In Sect. (5.1), we used that if we found for an operator $\mathcal{M}$ with eigenvalues $\lambda_{n}$ a function $\mathcal{F}(\lambda)$ that fulfilled $\mathcal{F}(\lambda)=0$ exactly at the eigenvalues $\lambda_{n}$, then we could relate this function to the $\zeta$-function through

$$
\begin{equation*}
\zeta(s)=\frac{\sin (\pi s)}{\pi} \int_{0}^{-\infty} \mathrm{d} \lambda \lambda^{-s} \frac{\mathrm{~d} \ln \mathcal{F}(\lambda)}{\mathrm{d} \lambda} \tag{6.22}
\end{equation*}
$$

We then applied our results of Sect.(2) and linked the derivative of this $\zeta$-function at the origin to the determinant of $\mathcal{M}$ (cf. Eq. (2.4)). Formally, in the setup a radially separable, $d$-dimensional operator this procedure lead to

$$
\begin{equation*}
-\zeta^{\prime}(0)=\ln \left(\frac{\operatorname{det}\left(\mathcal{M}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}^{\text {free }}+m^{2}\right)}\right)=\sum_{l=0}^{\infty} \operatorname{deg}(l ; d) \ln \left(\frac{\phi_{(l)}(\infty)}{\phi_{(l)}^{\text {free }}(\infty)}\right) \tag{6.23}
\end{equation*}
$$

where the $\phi_{(l)}$ were the eigenfunctions of $\mathcal{M}$ to the eigenvalue 0 with appropriate initial value conditions as discussed in Sec. 6.1.
However, as we saw in the previous section at the instance of the two-dimensional Helmholtz problem on a disc, the sum over the partial waves in Eq. (6.23) diverges and thus what we need is to do the analytic continuation of the $\zeta$-function to $s=0$ more carefully. A simple approach [41] is to use the Jost function [40, 39] of scattering theory for the analytic continuation of $\zeta(s)$, since its asymptotics are well known.
Let us consider the scattering problem for the $l^{\text {th }}$ partial wave,

$$
\begin{equation*}
\mathcal{M}_{(l)} \phi_{(l)}=k^{2} \phi_{(l)} . \tag{6.24}
\end{equation*}
$$

The solution to Eq. (6.24) without a scattering potential reads

$$
\begin{equation*}
\phi_{(l)}^{\mathrm{free}}(r)=\sqrt{\frac{\pi k r}{2}} J_{l+\frac{d}{2}-1}(k r), \tag{6.25}
\end{equation*}
$$

where the now the Bessel- $J$ functions appear in contrast to Eq. (6.8), since the " $m^{2}$ " of the previous section has been replaced by " $-k^{2}$ ". Including a (radial) potential term, the regular solution $\phi_{(l)}$ is determined by an integral equation of the form

$$
\begin{equation*}
\phi_{(l)}(r)=\phi_{(l)}^{\mathrm{free}}(r)+\int_{0}^{r} \mathrm{~d} r^{\prime} G V \phi_{(l)}\left(r^{\prime}\right), \tag{6.26}
\end{equation*}
$$

where $G$ defines the Green's function corresponding to the operator $\mathcal{M}_{(l)}$.
The asymptotic behaviour of the $\phi_{(l)}$ defines the Jost function $\mathcal{J}_{(l)}$

$$
\begin{equation*}
\phi_{(l)}(r) \sim \frac{i}{2}\left[\mathcal{J}_{(l)}(k) h_{(l)}^{(-)}(r)+\mathcal{J}_{(l)}^{\star}(k) h_{(l)}^{(+)}(r)\right], \quad r \rightarrow \infty \tag{6.27}
\end{equation*}
$$

where the $h_{(l)}^{( \pm)}$are the Hankel functions that behave like $h_{(l)}^{( \pm)}(r) \sim e^{ \pm i k r}$ for large $r$. Ultimately, we want the asymptotic behaviour of these functions for $k \rightarrow i m$, since this relates the solution of the above scattering problem to the solution for the massive radial operator. We thus write the asymptotic behaviour for $\phi_{(l)}$ and $\phi_{(l)}^{\text {free }}$ as

$$
\begin{align*}
& \phi_{(l), i k}(r) \sim \mathcal{J}_{(l)}(i k) e^{k r}, \quad r \rightarrow \infty  \tag{6.28a}\\
& \phi_{(l), i k}^{\mathrm{free}}(r) \sim \mathcal{J}_{(l)}^{\mathrm{free}}(i k) e^{k r}, \quad r \rightarrow \infty . \tag{6.28b}
\end{align*}
$$

Consequently, the ratio between the two eigenfunctions gives

$$
\begin{equation*}
\frac{\phi_{(l), i k}(r)}{\phi_{(l), i k}^{\text {free }}(r)} \sim \frac{\mathcal{J}_{(l)}(i k)}{\mathcal{J}_{(l)}^{\text {free }}(i k)} \equiv f_{(l)}(k), \quad r \rightarrow \infty \tag{6.29}
\end{equation*}
$$

where $f_{(l)}$ constitutes the "normalized Jost function". Thus, for each partial wave, we can rewrite Eq. (6.23) by analytic continuation of the Jost function:

$$
\begin{equation*}
\frac{\phi_{(l), m}(r)}{\phi_{(l), m}^{\text {fre }}(r)}=\frac{\operatorname{det}\left(\mathcal{M}_{(l)}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}^{\text {free }}+m^{2}\right)}=f_{(l)}(i m) \tag{6.30}
\end{equation*}
$$

The point is now as follows: From Eq. (6.26), we know that the regular solution $\phi$ is given through an integral equation. This Lippmann-Schwinger integral equation for the $\phi_{(l), i k}$ leads to an iterative expansion for the Jost functions $f_{(l)}$. In terms of $\ln f_{(l)}$ it reads

$$
\begin{align*}
\ln f_{l}(i k)= & \int_{0}^{\infty} \mathrm{d} r \\
& r V(r) K_{\nu}(k r) I_{\nu}(k r)  \tag{6.31}\\
& \quad-\int_{0}^{\infty} \mathrm{d} r r V(r) K_{\nu}^{2}(k r) \int_{0}^{r} \mathrm{~d} r^{\prime} r^{\prime} V\left(r^{\prime}\right) I_{\nu}^{2}\left(k r^{\prime}\right)+\mathcal{O}\left(V^{3}\right)
\end{align*}
$$

We have defined the convenient short-hand notation

$$
\begin{equation*}
\nu:=l+\frac{d}{2}-1 . \tag{6.32}
\end{equation*}
$$

Thus, just as in dimensional regularization, we can add and subtract enough terms of the asymptotic behaviour $f_{(l)}^{\text {asym }}$ to make the sum on the right hand side of Eq. (6.23) finite. We write this as

$$
\begin{align*}
\zeta(s)=\frac{\sin (\pi s)}{\pi} & \sum_{l=0}^{\infty} \operatorname{deg}(l ; d) \int_{0}^{\infty} \mathrm{d} k \frac{1}{\left(k^{2}-m^{2}\right)^{s}} \frac{\partial}{\partial k}\left(\ln f_{(l)}(i k)-\ln f_{(l)}^{\text {asym }}(i k)\right) \\
& +\frac{\sin (\pi s)}{\pi} \sum_{l=0}^{\infty} \operatorname{deg}(l ; d) \int_{0}^{\infty} \mathrm{d} k \frac{1}{\left(k^{2}-m^{2}\right)^{s}} \frac{\partial}{\partial k}\left(\ln f_{(l)}^{\text {asym }}(i k)\right) \tag{6.33}
\end{align*}
$$

The number of terms that needs to be included in $f_{(l)}^{\text {asym }}$ of course depends on the dimension $d$. As it turns out, in $d=2$ it is sufficient to subtract just the first term, and in $d=4$ dimensions it suffices to subtract the first two terms. The results in $d=2,4$ dimensions are [41]

$$
\begin{align*}
\left.\ln \left(\frac{\operatorname{det}\left(\mathcal{M}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}^{\text {free }}+m^{2}\right)}\right)\right|_{d=2}= & \ln f_{(0)}(i m)+2 \sum_{l=1}^{\infty}\left[\ln f_{(l)}(i m)-\frac{1}{2 l} \int_{0}^{\infty} \mathrm{d} r r V(r)\right] \\
& +\int_{0}^{\infty} \mathrm{d} r r V(r)\left[\ln \left(\frac{\mu r}{2}\right)+\gamma\right]  \tag{6.34a}\\
\left.\ln \left(\frac{\operatorname{det}\left(\mathcal{M}+m^{2}\right)}{\operatorname{det}\left(\mathcal{M}^{\text {free }}+m^{2}\right)}\right)\right|_{d=4}= & \sum_{l=0}^{\infty}(l+1)^{2}\left(\ln f_{(l)}(i m)-\frac{1}{2(l+1)} \int_{0}^{\infty} \mathrm{d} r r V(r)\right. \\
& \left.+\frac{1}{8(l+1)^{3}} \int_{0}^{\infty} \mathrm{d} r r^{3} V\left(V+2 m^{2}\right)\right) \\
& -\frac{1}{8} \int_{0}^{\infty} \mathrm{d} r r^{3} V\left(V+2 m^{2}\right)\left[\ln \left(\frac{\mu r}{2}\right)+\gamma+1\right] \tag{6.34b}
\end{align*}
$$

where $\mu$ is the renormalization scale (in the $\overline{\mathrm{MS}}$ renormalization scheme) and $\gamma$ denotes the Euler-Mascheroni constant. These expressions generalize the Gelfand-Yaglom result to higher dimensions, when the operator is radially seperable. One computes $f_{(l)}(\mathrm{im})$ by a numerical integration, and the log determinant is rendered finite and renormalized by the simple subtractions indicated in (6.34a) and (6.34b).
We want to conclude this section with two remarks. Firstly we mention that another way to deal with the divergent sum over the partial waves $l$, is to introduce a cutoff at some large $L$ and treat the remaining terms with a radial WKB approximation, as we will illustrate in the next section. Secondly we note, as already discussed in 1-dimensional situations, zero modes of the determinant can appear, if the problem exhibits a translational invariance. This will also be the case in the problem which we discuss in the following.


Figure 5: Field potential $U(\phi)$ showing the true and false vacua, $\phi_{+}$and $\phi_{-}$, respectively. Graph taken from [44].

## 7 False vacuum decay

### 7.1 Preliminaries

Consider an asymmetric potential $U(\phi)$ with a global and a local minimum at $\phi_{-}$and $\phi_{+}$, respectively (see Fig. 5). The wells shall be separated by an energy gap $U\left(\phi_{+}\right)-U\left(\phi_{-}\right)=\epsilon$. Then, $\phi_{-}$obviously constitutes only a metastable state, the false vacuum, which will eventually decay by tunneling into the lower state at $\phi_{+}$, which is the true vacuum state.
In the following we want to consider the decay rate $\Gamma$ of the false vacuum per volume $V$. Evoking a semiclassical approximation, we expect the generic form

$$
\begin{equation*}
\gamma:=\frac{\Gamma}{V}=A e^{-B / \hbar} \tag{7.1}
\end{equation*}
$$

as the calculation of the decay rate constitutes a tunneling problem.
A useful analogy which is often employed in this context is the process of nucleation, see e.g. [42]. Consider e.g. a superheated fluid: thermodynamic fluctuations in the fluid will cause the creation of bubbles of vapor in the fluid. If the bubbles are too small then the surface tension will let them shrink again to nothing. However, if the bubble is large enough, the gain in volume energy will compensate for the increase in surface tension and the bubble will grow until the entire fluid is vaporized. Similarly one can picture bubbles of true vacuum that form inside the false vacuum state, due to quantum rather than thermal fluctuations, and eventually eat up the false vacuum.
This picture gives us a first estimate for the coefficient $B$ in Eq. (7.1), which is just the total action that is adopted. The action in four dimensions is given by a volume and a surface term
with volume energy $E_{\mathrm{V}}$ and surface energy $E_{\mathrm{S}}$, respectively, which differ in sign. Thus in the limit of a thin bubble wall,

$$
\begin{equation*}
S_{\mathrm{tot}}=-\frac{\pi^{2}}{2} R^{4} E_{\mathrm{V}}+2 \pi^{2} R^{3} E_{\mathrm{S}} \tag{7.2}
\end{equation*}
$$

which is minimized by $R_{\text {crit }}=3 E_{\mathrm{S}} / E_{\mathrm{V}}$. Therefore

$$
\begin{equation*}
S_{\mathrm{tot}}\left(R_{\mathrm{crit}}\right)=\frac{27 \pi^{2}}{2} \frac{E_{\mathrm{S}}^{4}}{E_{\mathrm{V}}^{3}} \tag{7.3}
\end{equation*}
$$

approximates the coefficient $B$ in the limit of vanishing thickness of the "bubble wall", i.e. for small $\epsilon$. But to compute the prefactor $A$ in (7.1) we need a more detailed approach.

### 7.2 The classical bounce solution

We now turn back to field theory and discuss the computation of the decay rate $\gamma$ for a scalar field $\phi$ in $d=4$. Working in a Euclidean formulation, we start from the generating functional

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \phi e^{-S[\phi] / \hbar} \tag{7.4}
\end{equation*}
$$

A potential as shown in Fig. 5 is at least of fourth order in the field. Thus, the problem cannot be solved exactly. We therefore adopt a semiclassical approximation and expand $\phi$ about the classical solution:

$$
\begin{equation*}
S[\phi]=S\left[\phi_{\mathrm{cl}}\right]+\left.\frac{1}{2} \int \mathrm{~d} x \int \mathrm{~d} y \phi(x) \frac{\delta^{2} S}{\delta \phi(x) \delta \phi(y)}\right|_{\phi=\phi_{\mathrm{cl}}} \phi(y)+\ldots . \tag{7.5}
\end{equation*}
$$

The integration over the fields can then be performed which leads us to

$$
\begin{equation*}
\mathcal{Z} \approx \frac{e^{-S\left[\phi_{\mathrm{cl}}\right]}}{\sqrt{\operatorname{det}\left(-\square+U^{\prime \prime}\left(\phi_{\mathrm{cl}}\right)\right)}} \tag{7.6}
\end{equation*}
$$

The decay rate $\gamma$ is now given by $[42,44]$

$$
\begin{equation*}
\gamma=\frac{\Gamma}{V}=\left(\frac{S_{\mathrm{cl}}\left[\Phi_{\mathrm{cl}}\right]}{2 \pi}\right)^{2}\left|\frac{\operatorname{det}^{\prime}\left(-\square+U^{\prime \prime}\left(\Phi_{\mathrm{cl}}\right)\right)}{\operatorname{det}\left(-\square+U^{\prime \prime}\left(\Phi_{-}\right)\right)}\right|^{-1 / 2} e^{-S_{\mathrm{cl}}\left[\Phi_{\mathrm{cl}}\right]} \tag{7.7}
\end{equation*}
$$

where we have introduced a new field variable $\Phi$, which we will discuss below. The prefactor in Eq. (7.7) corresponds to the "volume" factor which comes along with the removal of the four zero modes. (The zero modes correspond to the translational invariance with respect to the bubble's location.) The normalization to the "free" solution here translates to a normalization with the fluctuation operator evaluated at the false vacuum, since we will quantize around the fluctuations about the false vacuum solution.

All in all, one sees that the computation of $\gamma$ requires a computation of $S_{\mathrm{cl}}\left[\phi_{\mathrm{cl}}\right]$ on the one hand, and the evaluation of the determinant prefactor on the other. Furthermore, it turns out that $\Phi_{\mathrm{cl}}(r)$ is radial [42]. Thus, the fluctuation operator is radial, and is of the form discussed in Sec. 6. For the prefactor we can apply our results from the previous section and determine the determinant with the generalized theorem of Gel'fand and Yaglom [43, 44].

We consider the classical action in Euclidean space-time:

$$
\begin{equation*}
S_{\mathrm{cl}}[\phi]=\int \mathrm{d}^{4} x\left(\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}+U(\phi)\right) \tag{7.8}
\end{equation*}
$$

A canonical choice for the antisymmetric double well potential as shown in Fig.5, which is often used in literature [42], is the quartic potential

$$
\begin{equation*}
U(\phi)=\frac{\lambda}{8}\left(\phi^{2}-a^{2}\right)^{2}-U_{\text {asym }}(\phi) . \tag{7.9}
\end{equation*}
$$

Without the $U_{\text {asym }}$ contribution, $U$ represents just two symmetric potential wells localized at $\phi= \pm a$. Choosing e.g.

$$
\begin{equation*}
U_{\mathrm{asym}}(\phi)=\frac{\epsilon}{2 a}(\phi-a) \tag{7.10}
\end{equation*}
$$

breaks the symmetry of the potential and yields two non-degenerate vacua at $\phi=\phi_{ \pm}$. To lowest order in $\epsilon$ we find that the minima $U\left(\phi_{ \pm}\right)$lie at $\phi_{ \pm}= \pm a$; also it holds that $U\left(\phi_{+}\right)-U\left(\phi_{-}\right) \approx \epsilon$ for small $\epsilon$, thus in this limit, which is known as the "thin-wall" limit, $\epsilon$ is a measure for the energy difference between the false and the true vacuum.
We rewrite the potential of Eq. (7.9), by expanding the field $\phi$ about the false vacuum $\phi=$ $\phi_{-}+\chi$. This yields for terms up to dimension four the potential

$$
\begin{equation*}
U(\chi)=\frac{m^{2}}{2} \chi^{2}-\eta \chi^{3}+\frac{\lambda}{8} \chi^{4} . \tag{7.11}
\end{equation*}
$$

Rescaling $\chi \rightarrow \frac{m^{2}}{2 \eta} \Phi$ and $x \rightarrow \frac{x}{m}$ results in an action in terms of dimensionless quantities

$$
\begin{equation*}
S_{\mathrm{cl}}=\left(\frac{m^{2}}{4 \eta^{2}}\right) \int \mathrm{d}^{4} x\left[\frac{1}{2}\left(\partial_{\mu} \Phi\right)^{2}+\frac{1}{2} \Phi^{2}-\frac{1}{2} \Phi^{3}+\frac{\alpha}{8} \Phi^{4}\right] \tag{7.12}
\end{equation*}
$$

where $\alpha=\frac{\lambda m^{2}}{4 \eta^{2}}$. Equation (7.12) defines the field $\Phi$ which appears in the decay rate (7.7) and explains, why the determinant prefactor of the decay rate is normalized with respect to the potential at $\Phi_{-}$: The shape of the potential is now such that $U\left(\Phi_{-}\right)=0$.
In Fig. 6 the potential $U[\Phi]$ is given for various values of $\alpha$. We see, that $\alpha$ determines the shape of the potential: $\alpha=1$ corresponds to degenerate levels and as we move $\alpha$ away from 1, the potential trough widens. For a semiclassical approximation to be justified, we need that $S_{\mathrm{cl}} \gg \hbar$ and thus we demand $m \gg \eta$ in Eq. (7.12).


Figure 6: Plots of the rescaled potential, $U(\Phi)=\frac{1}{2} \Phi^{2}-\frac{1}{2} \Phi^{3}+\frac{\alpha}{8} \Phi^{4}$, for $\alpha=0.6,0.7,0.8,0.9,0.99$. As $\alpha$ approaches 1, the vacua become degenerate. Figure taken from [44].

The classical solution $\Phi_{\mathrm{cl}}$, also referred to as "the bounce solution" [42], is a function of the radius $r=\sqrt{x_{\mu} x_{\mu}}$. It determines the behaviour of the exponential in the expression for the decay rate (7.7) and is a solution to the differential equation

$$
\begin{equation*}
\Phi^{\prime \prime}+\frac{3}{r} \Phi^{\prime}-\frac{\mathrm{d} U(\Phi)}{\mathrm{d} \Phi}=0 \tag{7.13}
\end{equation*}
$$

and thus here

$$
\begin{equation*}
-\Phi^{\prime \prime}-\frac{3}{r} \Phi^{\prime}+\Phi-\frac{3}{2} \Phi^{2}+\frac{\alpha}{2} \Phi^{3}=0 \tag{7.14}
\end{equation*}
$$

with boundary conditions $\Phi(\infty)=\Phi_{-}=0$ and $\Phi^{\prime}(0)=0$. Equation (7.14) cannot be solved analytically and thus one resorts to a numerical evaluation, which, however is also non-trivial. The idea is to study $\Phi$ for the respective limits $r \rightarrow 0$ and $r \rightarrow \infty$ and thereafter to match the solutions for intermediate $r$. For large $r$, the higher powers of $\Phi$ vanish more quickly due to the imposed boundary conditions and thus the differential equation (7.14) simplifies to

$$
\begin{equation*}
-\Phi^{\prime \prime}-\frac{3}{r} \Phi^{\prime}+\Phi \approx 0 \tag{7.15}
\end{equation*}
$$

which is solved by

$$
\begin{equation*}
\Phi_{\mathrm{cl}} \sim \Phi_{\infty} \frac{K_{1}(r)}{r} \tag{7.16}
\end{equation*}
$$

with some numerical coefficient $\Phi_{\infty}$. In the limit of $r \rightarrow 0$, one can approximate the classical solution by the polynomial

$$
\begin{equation*}
\Phi_{\mathrm{cl}} \sim \Phi_{0}+\frac{r^{2}}{16}\left(2 \Phi_{0}-3 \Phi_{0}^{2}+\alpha \Phi_{0}^{3}\right) \tag{7.17}
\end{equation*}
$$

which solves Eq. (7.14) as $r \rightarrow 0$, as one can easily convince oneself.


Figure 7: Qualitative behaviour of $\Phi_{\mathrm{cl}}(r)$ for two exemplary values of $\alpha$. For $\alpha \approx 1$, there is a sharp "boundary" at $r_{0} \approx \frac{1}{1-\alpha}$. At lower values of the distance $r<r_{b}$, the classical field approximates the value $\Phi_{\mathrm{cl}} \approx \Phi_{0}$. For $r>r_{b}$, the classical field approaches zero $\Phi_{\mathrm{cl}} \approx 0$. Thus for $\alpha \approx 1$, the thin wall approximation is justified. However, for values $\alpha<1$, the boundary smears out and the thin wall approximation is no longer valid.

It turns out that a practical parametrization for the solution in the entire $r$-range is $\Phi_{\mathrm{cl}} \sim$ $\tanh \left(r-r_{0}\right)$ as $\alpha \rightarrow 1$. For smaller values of $\alpha$, the drop-off of the tanh at $r_{0}$ is less pronounced, cf. Fig. 7.2.

### 7.3 Computing the determinant factor with radial Gel'fand Yaglom

We now turn to the evaluation of the determinant prefactor in Eq. (7.7). In this context it is crucial that the classical bounce solution $\Phi$ is a function of the radius only, and thus we can decompose the fluctuation operator into partial waves of degeneracy $(l+1)^{2}$. We adopt the language of Sect. 6 and write the fluctuation operator about the classical solution as $\mathcal{M}_{(l)}$, and the "normalization" which in this case constitutes the fluctuations about the state of false vacuum $\Phi_{-}$

$$
\begin{align*}
\mathcal{M}_{(l)} & =-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}-\frac{3}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{l(l+2)}{r^{2}}+1+V(r)  \tag{7.18a}\\
\mathcal{M}_{(l)}^{\mathrm{free}} & =-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}-\frac{3}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{l(l+2)}{r^{2}}+1 \tag{7.18b}
\end{align*}
$$

with potential $V=\left.\left(\mathrm{d}^{2} U / \mathrm{d}^{2} \Phi\right)\right|_{\Phi_{\mathrm{cl}}}-1$. Plugging in the parametrization for the classical solution $\Phi_{\mathrm{cl}} \sim \tanh \left(r-r_{0}\right)$ in the thin wall limit $\alpha \approx 1$, the potential becomes

$$
\begin{equation*}
V(r) \approx \frac{11}{2}-\frac{3}{2} \operatorname{sech}^{2}\left(r-r_{0}\right) \tag{7.19}
\end{equation*}
$$

and thus constitutes a PÖSChl-TeLLER potential which we have already encountered several times before. In particular, we already suspect the appearance of zero modes. Note that the


Figure 8: Plots of the fluctuation potential $U^{\prime \prime}\left(\Phi_{\mathrm{cl}}(r)\right)$ for various values of $\alpha: \alpha=0.5,0.9$, $0.95,0.96,0.97,0.98,0.99$, with the binding well of the potential appearing farther to the right for increasing $\alpha$. Observe that as $\alpha \rightarrow 1$, the potential $U^{\prime \prime}\left(\Phi_{\mathrm{cl}}(r)\right)$ is localized at $r \sim \frac{1}{1-\alpha}$, and is approximated well by the analytic form in (7.19). Figure taken from [44].
fluctuations $\Phi_{\mathrm{cl}}$ are localized at the boundary, cf. Fig. 8 .
With the corresponding degeneracy factor $(l+1)^{2}$, we can directly use the Gel'fand Yaglom result for the partial waves,

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathcal{M}_{(l)}\right)}{\operatorname{det}\left(\mathcal{M}_{(l)}^{\text {free }}\right)}=\left(\frac{\phi_{(l)}(\infty)}{\phi_{(l)}^{\text {free }}(\infty)}\right)^{(l+1)^{2}}=\left(\mathcal{R}_{(l)}(\infty)\right)^{(l+1)^{2}} \tag{7.20}
\end{equation*}
$$

Again, we introduce the function $\mathcal{R}_{(l)}$ whose numerical evaluation is favorable due to the exponential growth of the $\phi_{(l)}^{(\text {free })}$ for large $r$. The $\mathcal{R}_{(l)}$ now obey the differential equation

$$
\begin{equation*}
-\mathcal{R}_{(l)}^{\prime \prime}(r)-\left(\frac{1}{r}+\frac{2 I_{l+\frac{d}{2}-1}^{\prime}(r)}{2 I_{l+\frac{d}{2}-1}(r)}\right) \mathcal{R}_{(l)}^{\prime}(r)+V(r) \mathcal{R}_{(l)}(r)=0 \tag{7.21}
\end{equation*}
$$

with initial conditions $\mathcal{R}_{(l)}(0)=1$ and $\mathcal{R}_{(l)}^{\prime}(0)=0$ (cf. Sect. 6), which can be straightforwardly evaluated numerically. As it turns out, the solutions for the partial waves can be classified the in the following way:

- $\mathcal{R}_{(l=0)}(\infty)<0$ : The $l=0$-solution constitutes the negative mode which is non-degenerate and thus yields the unique decay mode. As a side remark we would like to note that it can be shown that in flat space the negative mode is always non-degenerate. On curved surfaces, however, it is possible that the negative modes become degenerate and the decay problem becomes much more interesting [45, 46].
- $\mathcal{R}_{(l=1)}(\infty)=0$ : As discussed earlier, the zero mode arises due to the translational invariance of the problem. Note, that the zero mode is fourfold degenerate, corresponding to the translational invariance along the three spatial and the Euclidean time direction. For the evaluation of the decay rate $\gamma$, this zero mode needs to be removed. In this particular situation, the prescription for the removal of the zero mode, Eq. (5.33), yields [44]:

$$
\begin{equation*}
\left(\frac{S_{\mathrm{cl}}\left[\Phi_{\mathrm{cl}}\right]}{2 \pi}\right)^{2}\left(\frac{\operatorname{det}^{\prime}\left(\mathcal{M}_{(1)}\right)}{\operatorname{det}\left(\mathcal{M}_{(1)}^{\text {free }}\right)}\right)^{-1 / 2}=\left[\frac{\pi}{2} \Phi_{\infty}\left(\Phi_{0}-\frac{3}{2} \Phi_{0}^{2}+\frac{\alpha}{2} \Phi_{0}^{3}\right)\right]^{2} \tag{7.22}
\end{equation*}
$$

- $\mathcal{R}_{(l \geq 2)}(\infty)>1$ : The partial waves $l \geq 2$, yield positive eigenvalues and are $(l+1)^{2}$-fold degenerate. As discussed in the previous section, due to the divergence of the sum over the partial waves, a renormalization scheme has to be employed.


### 7.4 Overall result

The final result for the determinant prefactor is obtained by summing over the contributions of the partial waves. Using the result (6.34b) we obtain:

$$
\begin{align*}
& \ln \left(\frac{\operatorname{det}^{\prime}\left(\mathcal{M}_{(1)}\right)}{\operatorname{det}\left(\mathcal{M}_{(1)}^{\text {free }}\right)}\right)=\ln \left|\mathcal{R}_{0}(\infty)\right|-4 \ln \left[\frac{\pi}{2} \Phi_{\infty}\left(\Phi_{0}-\frac{3}{2} \Phi^{2}+\frac{\alpha}{2} \Phi_{0}^{3}\right)\right] \\
& +\sum_{l=2}^{\infty}(l+1)^{2}\left[\ln \mathcal{R}_{(l)}(\infty)-\frac{1}{2(l+1)} \int_{0}^{\infty} \mathrm{d} r r V(r)+\frac{1}{8(l+1)^{3}} \int_{0}^{\infty} \mathrm{d} r r^{3} V(r)(V(r)+2)\right] \\
& \quad-\frac{3}{2} \int_{0}^{\infty} \mathrm{d} r r V(r)+\frac{1}{8} \int_{0}^{\infty} \mathrm{d} r r^{3} V(r)(V(r)+2)\left[\frac{1}{2}-\gamma-\ln \left(\frac{r}{2}\right)\right] \tag{7.23}
\end{align*}
$$

The last two terms constitute the counter terms obtained by $\overline{\mathrm{MS}}$-regularization and an on-shell renormalization has been employed. A check on this result is the thin wall limit $\alpha=1$, which is the limiting case of the Pöschl-Teller potential. The numerical agreement in this limit is excellent [44].

## 8 First exercise session

### 8.1 Small $t$ behaviour of the heat kernel

The large $n$ behaviour of eigenvalues of a second order elliptic differential operator on a $d$ dimensional manifold can be approximated by Weyl's estimate:

$$
\begin{equation*}
\lambda_{n}^{d / 2} \sim \frac{(4 \pi)^{d / 2} \Gamma\left(\frac{d}{2}+1\right) n}{\operatorname{vol}}+\ldots \tag{8.1}
\end{equation*}
$$

Use this to show that

$$
\begin{equation*}
K(t) \sim \frac{\mathrm{vol}}{(4 \pi t)^{d / 2}} \tag{8.2}
\end{equation*}
$$

Solution: According to $K$ 's definition, we first of all have

$$
\begin{align*}
K(t) & \left.=\sum_{n=0}^{\infty} e^{-\lambda_{n} t}=\sum_{n=0}^{\infty} e^{-4 \pi t\left(\frac{\mathrm{~T}(d / 2+1) n}{v o l}\right.}\right)^{2 / d} \\
& =: \sum_{n=0}^{\infty} e^{-A n^{2 / d}} . \tag{8.3}
\end{align*}
$$

Now, one can approximate the sum by an integral due to the Euler Maclaurin formula,

$$
\begin{equation*}
\sum_{n=0}^{\infty} f(n)=\int_{0}^{\infty} \mathrm{d} n f(n)+\frac{1}{2}\left(f^{\prime}(\infty)-f^{\prime}(0)\right)+\ldots \tag{8.4}
\end{equation*}
$$

which implies

$$
\begin{align*}
K(t) & \approx \int_{0}^{\infty} \mathrm{d} n e^{-A n^{2 / d}}=\frac{d}{2} \int_{0}^{\infty} \mathrm{d} t t^{d / 2-1} e^{-A t}=\frac{d}{2 A^{d / 2}} \Gamma(d / 2) \\
& =\frac{\mathrm{vol}}{(4 \pi t)^{d / 2}} \cdot \underbrace{\frac{d}{2} \cdot \frac{\Gamma(d / 2)}{\Gamma(d / 2+1)}}_{1}=\frac{\mathrm{vol}}{(4 \pi t)^{d / 2}} . \tag{8.5}
\end{align*}
$$

### 8.2 Heat kernel for Dirichlet- and Neumann boundary conditions

Consider the differential operator

$$
\begin{equation*}
\mathcal{M}:=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+m^{2}, \quad x \in[0, L] \tag{8.6}
\end{equation*}
$$

(a) Compute $\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}$ for Dirichlet- and Neumann boundary conditions.
(b) Compare the result of (a) with the heat kernel expansion to 1st subleading order.
hint:

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2}+a^{2}}=\frac{\pi}{2 a} \operatorname{coth}(\pi a)-\frac{1}{2 a^{2}} \tag{8.7}
\end{equation*}
$$

## Solution:

(a) Eigenfunctions to $\mathcal{M}$ are given as

$$
\begin{align*}
& u_{n}(x):=\sin \left(\frac{n \pi x}{L}\right), \quad n=1,2, \ldots: \text { Dirichlet boundary conditions }  \tag{8.8}\\
& v_{n}(x):=\cos \left(\frac{n \pi x}{L}\right), \quad n=0,1, \ldots: \text { NeUMANN boundary conditions }
\end{align*}
$$

with eigenvalues

$$
\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}+m^{2}, \quad \begin{align*}
& n=1,2, \ldots: \text { DIRICHLET boundary conditions }  \tag{8.9}\\
& n=0,1, \ldots: \text { NEUMANN boundary conditions }
\end{align*}
$$

Starting from the spectrum (8.9), one can derive the LAPLACE transform of the associated heat kernel:

$$
\begin{align*}
\left.\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}\right|_{\text {Dirichlet }} & =\int_{0}^{\infty} \mathrm{d} t \sum_{n=1}^{\infty} e^{-\left(\frac{n^{2} \pi^{2}}{L^{2}}+m^{2}\right) t}=\sum_{n=1}^{\infty} \int_{0}^{\infty} \mathrm{d} t e^{-\left(\frac{n^{2} \pi^{2}}{L^{2}}+m^{2}\right) t} \\
& =\sum_{n=1}^{\infty} \frac{1}{\frac{n^{2} \pi^{2}}{L^{2}}+m^{2}}=\frac{L^{2}}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}+\left(\frac{m L}{\pi}\right)^{2}} \\
& =\frac{L}{2 m} \operatorname{coth}(m L)-\frac{1}{2 m^{2}}  \tag{8.10a}\\
& =\frac{L^{2}}{\pi^{2}} \sum_{n=0}^{\infty} \frac{1}{n^{2}+\left(\frac{m L}{\pi}\right)^{2}} \\
& =\left.\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}\right|_{\text {Dirichlet }}+\left.\frac{L^{2}}{\pi^{2}} \cdot \frac{1}{n^{2}+\left(\frac{m L}{\pi}\right)^{2}}\right|_{n=0} \\
& =\frac{L}{2 m} \operatorname{coth}(m L)+\frac{1}{2 m^{2}} \tag{8.10b}
\end{align*}
$$

(b) Recall the heat kernel expansion for the Laplacian $\mathcal{M}_{0}:=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$

$$
\begin{equation*}
K(t) \equiv \operatorname{Tr}\left\{e^{-\mathcal{M}_{0} t}\right\} \sim \frac{1}{\sqrt{4 \pi t}}\left(b_{0}+\sqrt{t} b_{1 / 2}+t b_{1}+\ldots\right) \tag{8.11}
\end{equation*}
$$

with $b_{0}=$ volume $=L$. Then,

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}=\int_{0}^{\infty} \mathrm{d} t e^{-m^{2} t} K(t) \sim \frac{b_{0}}{2 m}+\frac{b_{1 / 2}}{2 m^{2}}+\ldots \tag{8.12}
\end{equation*}
$$

Compare this with the results from (a):

$$
\begin{align*}
& \left.\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}\right|_{\text {Dirichlet }}=\frac{L}{2 m} \operatorname{coth}(m L)-\frac{1}{2 m^{2}} \sim \frac{L}{2 m}-\frac{1}{2 m^{2}}+\ldots  \tag{8.13a}\\
& \left.\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}\left\{e^{-\mathcal{M} t}\right\}\right|_{\text {Neumann }}=\frac{L}{2 m} \operatorname{coth}(m L)+\frac{1}{2 m^{2}} \sim \frac{L}{2 m}+\frac{1}{2 m^{2}}+\ldots \tag{8.13b}
\end{align*}
$$

The ... represent exponentially suppressed terms. So in both cases, $b_{0}=L$, as expected, and $b_{1 / 2}=\mp 1$ (with minus sign for Dirichlet boundary conditions).

Notice that the leading (volume) term is independent of the boundary conditions while the next (boundary) term is sensitive to the boundary conditions.

### 8.3 Casimir effect

Compute the CASImir force between 2 parallel plane mirrors of area $A$ and distance $L$ using

$$
\begin{equation*}
\frac{\langle E\rangle}{A}=\operatorname{Tr}\left\{\frac{\hbar \omega}{2}\right\}, \quad \omega=c \cdot \sqrt{\vec{k}_{\perp}^{2}+\left(\frac{n \pi}{L}\right)^{2}} \tag{8.14}
\end{equation*}
$$

Express in terms of the Riemann zeta function.

Solution: Let us start computing the trace over the frequency operator: The momentum components parallel to the mirrors - denoted as $\vec{k}_{\perp}$ - are both continuous and can be integrated over, the remaining $k$ component has to be discretized due to the boundary conditions on electromagnetic field modes on the mirrors. The trace also involves a factor of 2 in order to take both photon polarizations into account:

$$
\begin{align*}
\operatorname{Tr}\left\{\frac{\hbar \omega}{2}\right\} & =\frac{\hbar}{2} \cdot 2 \cdot \int \frac{\mathrm{~d}^{2} k_{\perp}}{(2 \pi)^{2}} \sum_{n=1}^{\infty} c \cdot \sqrt{\vec{k}_{\perp}^{2}+\left(\frac{n \pi}{L}\right)^{2}} \\
& =\frac{\hbar c}{4 \pi^{2}} \sum_{n=1}^{\infty} \int \mathrm{d}^{2} k_{\perp} \frac{1}{\Gamma(-1 / 2)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{3 / 2}} e^{-\left(k_{\perp}^{2}+\frac{n^{2} \pi^{2}}{L^{2}}\right) t} \\
& =\frac{\hbar c}{4 \pi^{2} \Gamma(-1 / 2)} \sum_{n=1}^{\infty} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{3 / 2}} e^{-\frac{n^{2} \pi^{2} t}{L^{2}}} \cdot \frac{\pi}{t} \\
& =\frac{\hbar c}{4 \pi \Gamma(-1 / 2)} \sum_{n=1}^{\infty} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{5 / 2}} e^{-\frac{n^{2} \pi^{2} t}{L^{2}}} \\
& =\frac{\hbar c}{4 \pi \Gamma(-1 / 2)} \sum_{n=1}^{\infty} \Gamma(-3 / 2)\left(\frac{n^{2} \pi^{2}}{L^{2}}\right)^{3 / 2} \\
& =\frac{\hbar c}{4 \pi} \underbrace{\frac{\Gamma(-3 / 2)}{\Gamma(-1 / 2)}}_{-2 / 3} \frac{\pi^{3}}{L^{3}} \underbrace{\sum_{n=1}^{\infty} n^{3}}_{\zeta=1} \\
& =-\frac{\hbar c \pi^{2} \zeta(-3)}{6 L^{3}} \tag{8.15}
\end{align*}
$$

From the first to the second line, we used a standard trick in field theory due to Dyson and others

$$
\begin{equation*}
\left(k^{2}+m^{2}\right)^{s}=\frac{1}{\Gamma(-s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{s+1}} e^{-\left(k^{2}+m^{2}\right) t} \tag{8.16}
\end{equation*}
$$

which can best be verified by reverse calculation and the further $\Gamma$ function identity

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} t e^{-\alpha t} t^{s-1}=\frac{\Gamma(s)}{\alpha^{s}} \tag{8.17}
\end{equation*}
$$

Now, the CASIMIR force is the negative gradient of the energy (density):

$$
\begin{equation*}
F=-\frac{\partial}{\partial L} \operatorname{Tr}\left\{\frac{\hbar \omega}{2}\right\}=-\frac{\hbar c \pi^{2} \zeta(-3)}{2 L^{4}}=-\frac{\hbar c \pi^{2}}{240 L^{4}} \tag{8.18}
\end{equation*}
$$

Since $F$ has negative sign, the force between the plates is attractive. This prediction was made in the 50 's due to the understanding of QED and recently confirmed experimentally.

## $9 \quad$ Second exercise session

### 9.1 The Euler Heisenberg effective action

For 4 dimensional fermions in a constant $B$ field, the relevant operator $m^{2}+\not D^{2}$ has eigenvalues

$$
\begin{equation*}
\lambda_{n}^{ \pm}=m^{2}+\vec{k}_{\perp}^{2}+e B(2 n+1 \pm 1) \tag{9.1}
\end{equation*}
$$

Compute the zeta function

$$
\begin{equation*}
\zeta(s)=\operatorname{Tr}\left\{\frac{\mu^{2 s}}{\lambda^{s}}\right\} \tag{9.2}
\end{equation*}
$$

and hence

$$
\begin{equation*}
-\zeta^{\prime}(0)=\frac{1}{2} \ln \operatorname{det}\left(m^{2}+\not D^{2}\right) \tag{9.3}
\end{equation*}
$$

renormalized at $\mu=m$.

Solution: Firstly, we have

$$
\begin{align*}
\zeta(s) & =\underbrace{\frac{e B}{2 \pi}}_{\text {degeneracy }} \cdot \int \frac{\mathrm{d}^{2} k}{(2 \pi)^{2}} \sum_{n=0}^{\infty} \sum_{ \pm} \frac{\mu^{2 s}}{\left(k^{2}+m^{2}+e B(2 n+1 \pm 1)\right)^{s}} \\
& =\frac{e B \mu^{2 s}}{(2 \pi)^{3}} \sum_{n=0}^{\infty} \sum_{ \pm} \frac{\pi}{\left(m^{2}+e B(2 n+1 \pm 1)\right)^{s-1}} \cdot \frac{1}{(s-1)} \\
& =\frac{\pi e B \mu^{2 s}}{(2 \pi)^{3}} \cdot \frac{1}{(s-1)} \cdot \frac{1}{(2 e B)^{s-1}} \sum_{n=0}^{\infty} \sum_{ \pm} \frac{1}{\left(n+\frac{1}{2} \pm \frac{1}{2}+\frac{m^{2}}{2 e B}\right)^{s-1}} \\
& =\frac{e^{2} B^{2}}{2 \pi^{2}} \cdot \frac{1}{(s-1)} \cdot\left(\frac{\mu^{2}}{2 e B}\right)^{s}\left(\zeta_{H}\left(s-1 ; \frac{m^{2}}{2 e B}\right)-\left(\frac{m^{2}}{2 e B}\right)^{1-s}\right) \tag{9.4}
\end{align*}
$$

using

$$
\begin{equation*}
\int \mathrm{d}^{2} k \frac{1}{\left(k^{2}+a^{2}\right)^{s}}=\frac{\pi}{(s-1) a^{2(s-1)}} . \tag{9.5}
\end{equation*}
$$

In computing the derivative, it is useful to introduce the shorthand $z:=\frac{m^{2}}{2 e B}$,

$$
\begin{align*}
& \zeta^{\prime}(s)=\frac{e^{2} B^{2}}{2 \pi^{2}}\left\{\frac{-1}{(s-1)^{2}}\left(\frac{\mu^{2}}{2 e B}\right)^{s} \zeta_{H}(s-1 ; z)+\frac{1}{s-1}\left(\frac{\mu^{2}}{2 e B}\right)^{s} \zeta_{H}^{\prime}(s-1 ; z)\right. \\
&+\frac{1}{s-1} \ln \left(\frac{\mu^{2}}{2 e B}\right)\left(\frac{\mu^{2}}{2 e B}\right)^{s} \zeta_{H}(s-1 ; z) \\
&\left.+\frac{z}{2(s-1)^{2}}\left(\frac{\mu^{2}}{m^{2}}\right)^{s}-\frac{z}{2(s-1)} \ln \left(\frac{\mu^{2}}{m^{2}}\right)\left(\frac{\mu^{2}}{m^{2}}\right)^{s}\right\} . \tag{9.6}
\end{align*}
$$

To obtain the determinant of the Dirac operator, we finally evaluate (9.6) at $s=0$ and $\mu=m$ :

$$
\begin{align*}
\left.\zeta^{\prime}(0)\right|_{\mu=m}= & \frac{e^{2} B^{2}}{2 \pi^{2}}\left\{-\zeta_{H}(-1 ; z)-\zeta_{H}^{\prime}(-1 ; z)-\ln z \zeta_{H}(-1 ; z)+z / 2\right\} \\
= & \frac{e^{2} B^{2}}{2 \pi^{2}}\left\{\left(\frac{-\frac{z}{2}}{\underline{2}}+\frac{z^{2}}{2}+\frac{1}{12}\right)-\ln z \zeta_{H}(-1 ; z)+\frac{z}{2}\right. \\
& \left.-\left(\frac{1}{\underline{12}}-\frac{z^{2}}{4}-\ln z \zeta_{H}(-1 ; z)-\frac{1}{4} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{2}} e^{-2 z t}\left[\operatorname{coth} t-\frac{1}{t}-\frac{t}{3}\right]\right)\right\} \\
= & \frac{e^{2} B^{2}}{2 \pi^{2}}\left\{\frac{3 z^{2}}{4}+\frac{1}{4} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{2}} e^{-\frac{m^{2} t}{e B}}\left[\operatorname{coth} t-\frac{1}{t}-\frac{t}{3}\right]\right\} \tag{9.7}
\end{align*}
$$

The underlined terms have cancelled, and the remaining $\frac{3 e^{2} B^{2} z^{2}}{8 \pi^{2}}$ term can be dropped as it is independent of the applied field $B$. Thus,

$$
\begin{equation*}
\mathcal{L}_{\text {spinor }}=-\frac{e^{2} B^{2}}{8 \pi^{2}} \int_{0}^{\infty} \frac{\mathrm{d} t}{t^{2}} e^{-\frac{m^{2}}{e B} t}\left(\operatorname{coth} t-\frac{1}{t}-\frac{t}{3}\right) . \tag{9.8}
\end{equation*}
$$

### 9.2 Solitons in $1+1$ dimensional $\phi^{4}$ theory

Consider a scalar field $\phi$ in the quartic potential

$$
\begin{equation*}
U(\phi)=\frac{\lambda}{4}\left(\phi^{2}-\frac{\mu^{2}}{\lambda}\right)^{2} \tag{9.9}
\end{equation*}
$$

(a) find a solution $\phi_{\mathrm{cl}}$ to the first order Bogomolny equation $\phi^{\prime}=\sqrt{2 U(\phi)}$
(b) find the fluctuation operator

$$
\begin{equation*}
\mathcal{M}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\left.\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}\right|_{\phi=\phi_{\mathrm{cl}}} \tag{9.10}
\end{equation*}
$$

## Solution:

(a) We will solve the ordinary differential equation

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} x}=\sqrt{\frac{\lambda}{2}}\left(\phi^{2}-\frac{\mu^{2}}{\lambda}\right) \tag{9.11}
\end{equation*}
$$

using separation of variables:

$$
\begin{align*}
\sqrt{\frac{\lambda}{2}} \int_{x_{0}}^{x} \mathrm{~d} x^{\prime} & =\int_{0}^{\phi_{\mathrm{cl}}} \frac{\mathrm{~d} \phi}{\phi^{2}-\mu^{2} / \lambda}=\frac{\sqrt{\lambda}}{\mu} \int_{0}^{\psi_{\mathrm{cl}}} \frac{\mathrm{~d} \psi}{\psi^{2}-1} \\
& =-\left.\frac{\sqrt{\lambda}}{\mu} \operatorname{artanh} \psi\right|_{0} ^{\psi_{\mathrm{cl}}} \\
& =-\left.\frac{\sqrt{\lambda}}{\mu} \operatorname{artanh} \frac{\sqrt{\lambda} \phi}{\mu}\right|_{0} ^{\phi_{\mathrm{cl}}} \tag{9.12}
\end{align*}
$$

The classical solution is thus given by

$$
\begin{equation*}
\phi_{\mathrm{cl}}(x)=-\frac{\mu}{\sqrt{\lambda}} \tanh \left(\frac{\mu\left(x-x_{0}\right)}{\sqrt{2}}\right) \tag{9.13}
\end{equation*}
$$

which is a "kink" localized at $x=x_{0}$.
(b) Now we have to plug the classical solution (9.13) into the potential's second derivative

$$
\begin{equation*}
\frac{\mathrm{d}^{2} U}{\mathrm{~d} \phi^{2}}=3 \lambda \phi^{2}-\mu^{2} \tag{9.14}
\end{equation*}
$$

in order to get the fluctuation operator

$$
\begin{align*}
\mathcal{M} & =-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+3 \lambda \frac{\mu^{2}}{\lambda} \tanh ^{2}\left(\frac{\mu\left(x-x_{0}\right)}{\sqrt{2}}\right)-\mu^{2} \\
& =-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\mu^{2}}{2}\left\{4-6 \operatorname{sech}^{2}\left(\frac{\mu\left(x-x_{0}\right)}{\sqrt{2}}\right)\right\} . \tag{9.15}
\end{align*}
$$

One can regard $\mathcal{M}$ as a SCHRÖDINGER operator for a particle moving in a well potential of Pöschl Teller form. The spectrum consists of two discrete eigenvalues and a continuous part $\left\{E \geq 2 \mu^{2}\right\}$. Due to translation invariance, corresponding to the parameter $x_{0}$, we know in advance that there must be a zero mode, and one can indeed show that one of $\mathcal{M}$ 's eigenvalues is zero.

### 9.3 Deriving series from functional determinants

(a) using the determinant

$$
\begin{equation*}
\ln \left(\frac{\operatorname{det}\left(-\frac{\mathrm{d}^{2}}{\mathrm{dx}}+m^{2}\right)}{\operatorname{det}\left(-\frac{\mathrm{d}^{2}}{\mathrm{dx}}\right)}\right)=\ln \left(\frac{\sinh m}{m}\right) \tag{9.16}
\end{equation*}
$$

for Dirichlet boundary conditions, compute the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2}} \tag{9.17}
\end{equation*}
$$

(b) using the $d=2$ radial result for the Helmholtz operator on the disc of radius $R=1$,

$$
\begin{equation*}
\ln \left(\frac{\operatorname{det}\left(-\mathcal{M}_{(\ell)}+m^{2}\right)}{\operatorname{det}\left(-\mathcal{M}_{(\ell)}\right)}\right)=\ln \left(\frac{\ell!J_{\ell}(m)}{(m / 2)^{\ell}}\right), \quad J_{\ell}(m)=\sum_{k=0}^{\infty} \frac{(m / 2)^{\ell+2 k}}{k!(\ell+k)!} \tag{9.18}
\end{equation*}
$$

compute

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{j_{(\ell), n}^{2}}, \quad j_{(\ell), n} \equiv n^{\prime} \text { th zero of BESSEL function } J_{\ell} \tag{9.19}
\end{equation*}
$$

Solution: Express the determinants in terms of the eigenvalues and compare with the results given by (9.16) and (9.18):
(a) Eigenvalues $\lambda_{n}=n^{2} \pi^{2}$ of $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ (with $n=1,2, \ldots$ ) imply

$$
\begin{align*}
\frac{\operatorname{det}\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+m^{2}\right)}{\operatorname{det}\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\right)} & =\prod_{n=1}^{\infty} \frac{\lambda_{n}+m^{2}}{\lambda_{n}}=\prod_{n=1}^{\infty} \frac{n^{2} \pi^{2}+m^{2}}{n^{2} \pi^{2}} \\
& =\prod_{n=1}^{\infty}\left(1+\left(\frac{m}{n \pi}\right)^{2}\right) \\
& =1+\frac{m^{2}}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}+\mathcal{O}\left(m^{4}\right) \tag{9.20}
\end{align*}
$$

On the other hand, the expansion of the sinh representation gives

$$
\begin{equation*}
\frac{\sinh (m)}{m}=\frac{1}{m} \sum_{n=1}^{\infty} \frac{m^{2 n-1}}{(2 n-1)!}=1+\frac{m^{2}}{6}+\mathcal{O}\left(m^{4}\right) \tag{9.21}
\end{equation*}
$$

By equating the $m^{2}$ coefficients of (9.20) and (9.21), we find

$$
\begin{equation*}
\frac{1}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{1}{6} \Rightarrow \sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6} \tag{9.22}
\end{equation*}
$$

which is Euler's famous result.
(b) Again, start with the product representation of the determinants in terms of eigenvalues $\lambda_{\ell, n}=j_{(\ell), n}^{2}$ on the unit disc:

$$
\begin{align*}
\frac{\operatorname{det}\left(-\mathcal{M}_{(\ell)}+m^{2}\right)}{\operatorname{det}\left(-\mathcal{M}_{(\ell)}\right)} & =\prod_{n=1}^{\infty} \frac{\lambda_{\ell, n}+m^{2}}{\lambda_{\ell, n}}=\prod_{n=1}^{\infty} \frac{j_{(\ell), n}^{2}+m^{2}}{j_{(\ell), n}^{2}} \\
& =\prod_{n=1}^{\infty}\left(1+\left(\frac{m}{j_{(\ell), n}^{2}}\right)^{2}\right) \\
& =1+m^{2} \sum_{n=1}^{\infty} \frac{1}{j_{(\ell), n}^{2}}+\mathcal{O}\left(m^{4}\right) \tag{9.23}
\end{align*}
$$

By virtue of (9.18), this is equal to

$$
\begin{equation*}
\frac{\ell!}{(m / 2)^{\ell}} \sum_{k=0}^{\infty} \frac{(m / 2)^{\ell+2 k}}{k!(\ell+k)!}=1+\frac{\ell!}{(\ell+1)!} \frac{(m / 2)^{\ell+2}}{(m / 2)^{\ell}}+\mathcal{O}\left(m^{4}\right)=1+\frac{m^{2}}{4(\ell+1)}+\mathcal{O}\left(m^{4}\right) \tag{9.24}
\end{equation*}
$$

so matching $m^{2}$ coefficients of (9.23) and (9.24) yields

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{j_{(\ell), n}^{2}}=\frac{1}{4(\ell+1)} \tag{9.25}
\end{equation*}
$$

Notice that even though there is no simple formula for the $j_{(\ell), n}$, this sum takes a very nice form.

### 9.4 Schrödinger resolvent

For a Schrödinger operator $H=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x)$, the diagonal resolvent is given by

$$
\begin{align*}
R(x ; \lambda) & :=\langle x| \frac{1}{H-\lambda}|x\rangle=\frac{\psi_{1}(x) \psi_{2}(x)}{W(x)}  \tag{9.26a}\\
W(x) & :=\psi_{1}^{\prime}(x) \psi_{2}(x)-\psi_{1}(x) \psi_{2}^{\prime}(x) \tag{9.26b}
\end{align*}
$$

(a) show that $R$ satisfies

$$
\begin{equation*}
-2 R R^{\prime \prime}+\left(R^{\prime}\right)^{2}+4 R^{2}(V-\lambda)=1 \tag{9.27}
\end{equation*}
$$

(b) use (a) to derive the heat kernel expansion

$$
\begin{equation*}
R(x ;-\lambda)=\int_{0}^{\infty} \mathrm{d} t e^{-\lambda t}\langle x| e^{-H t}|x\rangle \tag{9.28}
\end{equation*}
$$

## Solution:

(a) It is a special property of one dimension that the Green's function to the $H-\lambda$ operator can be expressed as a product of two solutions $\psi_{1,2}$ to the eigenvalue equation $-\psi_{i}^{\prime \prime}+V \psi_{i}=$ $\lambda \psi_{i}$. Let us start by showing that the Wronskian $W(x)$ does not depend on $x$ :

$$
\begin{align*}
\frac{\mathrm{d} W}{\mathrm{~d} x} & =\psi_{1}^{\prime \prime}(x) \psi_{2}(x)+\underbrace{\psi_{1}^{\prime}(x) \psi_{2}^{\prime}(x)-\psi_{1}^{\prime}(x) \psi_{2}^{\prime}(x)}_{0}-\psi_{1}(x) \psi_{2}^{\prime \prime}(x) \\
& =\left((V-\lambda) \psi_{1}\right) \psi_{2}(x)-\psi_{1}(x)\left((V-\lambda) \psi_{2}\right) \\
& =0 \tag{9.29}
\end{align*}
$$

Given (9.29), it is easy to compute the derivatives

$$
\begin{align*}
R^{\prime} & =\frac{\psi_{1}^{\prime} \psi_{2}+\psi_{2}^{\prime} \psi_{1}}{\psi_{1}^{\prime} \psi_{2}-\psi_{2}^{\prime} \psi_{1}} \\
R^{\prime \prime} & =2(\lambda-V) R+\frac{2 \psi_{1}^{\prime} \psi_{2}^{\prime}}{W} \tag{9.30}
\end{align*}
$$

then one can conclude that

$$
\begin{equation*}
-2 R R^{\prime \prime}+\left(R^{\prime}\right)^{2}+4 R^{2}(V-\lambda)=\frac{\left(\psi_{1}^{\prime} \psi_{2}-\psi_{1} \psi_{2}^{\prime}\right)^{2}}{W^{2}}=1 \tag{9.31}
\end{equation*}
$$

(b) The non-linear equation (9.31) can be rendered linear by deriving with respect to $x$ :

$$
\begin{align*}
0 & =-2 R^{\prime} R^{\prime \prime}-2 R R^{\prime \prime \prime}+2 R^{\prime} R^{\prime \prime}+8 R R^{\prime}(V-\lambda)+4 R^{2} V^{\prime} \\
& =-2 R\left(R^{\prime \prime \prime}-4 R^{\prime}(V-\lambda)-2 R V^{\prime}\right) \tag{9.32}
\end{align*}
$$

We want to extract the expansion coefficients $b_{k}(x)$ in the heat kernel ansatz from (9.32)

$$
\begin{equation*}
K(t, x, x)=\frac{1}{\sqrt{4 \pi t}} \sum_{k} t^{k} b_{k}(x) \tag{9.33}
\end{equation*}
$$

for that purpose, we have to convince ourselves that the matrix element $\langle x| e^{-H t}|x\rangle$ actually correspond to $K$. Let $\phi_{n}$ denote the $H$ eigenfunctions with energy $\lambda_{n}$, then:

$$
\begin{align*}
K(t, x, x) & :=\sum_{n} e^{-\lambda_{n} t} \phi_{n}(x) \phi_{n}^{*}(x)=\sum_{n}\left\langle x \mid \psi_{n}\right\rangle\left\langle\psi_{n}\right| e^{-H t}|x\rangle \\
& =\langle x| e^{-H t}|x\rangle \tag{9.34}
\end{align*}
$$

Now, (9.33) and (9.34) allow to express $R$ as

$$
\begin{equation*}
R(x ;-\lambda)=\int_{0}^{\infty} \mathrm{d} t \frac{e^{-\lambda t}}{\sqrt{4 \pi t}} \sum_{k} t^{k} b_{k}(x)=\frac{1}{\sqrt{4 \pi}} \sum_{k} \frac{\Gamma(k+1 / 2)}{\lambda^{k+1 / 2}} b_{k}(x) \tag{9.35}
\end{equation*}
$$

which we can plug into (9.32) (with $\lambda \mapsto-\lambda$ ) to derive a recurrence relation for the $b_{k}$ :

$$
\begin{align*}
0= & R^{\prime \prime \prime}(x ;-\lambda)-4 R^{\prime}(x ;-\lambda)(V(x)+\lambda)-2 V^{\prime}(x) R(x ;-\lambda) \\
= & \sum_{k} \frac{\Gamma(k+1 / 2)}{\lambda^{k+1 / 2}}\left(b_{k}^{\prime \prime \prime}(x)-4 b_{k}^{\prime}(x)(V(x)+\lambda)-2 b_{k}(x) V^{\prime}(x)\right) \\
= & \sum_{k}\left\{\frac{\Gamma(k+1 / 2)}{\lambda^{k+1 / 2}}\left(b_{k}^{\prime \prime \prime}(x)-4 b_{k}^{\prime}(x) V(x)-2 b_{k}(x) V^{\prime}(x)\right)\right. \\
& \left.\quad-\frac{4 \Gamma(k+3 / 2)}{\lambda^{k+1 / 2}} b_{k+1}^{\prime}(x)\right\} \\
= & \sum_{k} \frac{\Gamma(k+1 / 2)}{\lambda^{k+1 / 2}}\left\{b_{k}^{\prime \prime \prime}(x)-4 b_{k}^{\prime}(x) V(x)-2 b_{k}(x) V^{\prime}(x)-4\left(k+\frac{1}{2}\right) b_{k+1}^{\prime}(x)\right\} \tag{9.36}
\end{align*}
$$

Each $b_{k+1}$ is determined in terms of the preceding coefficient $b_{k}$ as

$$
\begin{equation*}
b_{k+1}^{\prime}(x)=\frac{1}{4 k+2}\left(b_{k}^{\prime \prime \prime}(x)-4 V(x) b_{k}^{\prime}(x)-2 V^{\prime}(x) b_{k}(x)\right) . \tag{9.37}
\end{equation*}
$$

Starting from $b_{0}=1$, one obtains

$$
\begin{align*}
b_{1}^{\prime}= & \frac{1}{2}\left(-2 V^{\prime} \cdot 1\right) \Rightarrow b_{1}=-V \\
b_{2}^{\prime}= & -\frac{1}{6}\left(V^{\prime \prime \prime}-4 V V^{\prime}-2 V^{\prime} V\right)=-\frac{1}{6}\left(V^{\prime \prime}-3 V^{2}\right)^{\prime} \\
& \Rightarrow b_{2}=\frac{V^{2}}{2}-\frac{V^{\prime \prime}}{6} \tag{9.38}
\end{align*}
$$

## 10 Extra exercise: $\zeta_{\mathbf{R}}(-3)$

Compute $\zeta_{\mathrm{R}}(-3)$.

Solution: In the lectures, we derived the integral representation of the RiEmann zeta function which converges for $\Re\{s\}>1$,

$$
\begin{equation*}
\zeta_{\mathrm{R}}(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} \frac{e^{-t / 2}}{2 \sinh (t / 2)} \tag{10.1}
\end{equation*}
$$

This expression can be analytically continued to the neighbourhood of $s=0$ by subtracting, and adding back, the leading small $t$ behaviour of $\frac{1}{2 \sinh (t / 2)} \sim \frac{1}{t}$. Moreover, we use the analytic continuation of the $\Gamma$ function to evaluate the term which is added back. In other words, we write

$$
\begin{align*}
\zeta_{\mathrm{R}}(s) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-t / 2}\left\{\frac{1}{2 \sinh (t / 2)}-\frac{1}{t}\right\}+\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} \frac{e^{-t / 2}}{t} \\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-t / 2}\left\{\frac{1}{2 \sinh (t / 2)}-\frac{1}{t}\right\}+2^{s-1} \frac{\Gamma(s-1)}{\Gamma(s)} \\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-t / 2}\left\{\frac{1}{2 \sinh (t / 2)}-\frac{1}{t}\right\}+\frac{2^{s-1}}{s-1} \tag{10.2}
\end{align*}
$$

At $s=0$, the first term vanishes because the integral is finite while $\frac{1}{\Gamma(0)}=0$. Therefore, $\zeta_{\mathrm{R}}(0)=-\frac{1}{2}$.
Now, to analytically continue $\zeta_{\mathrm{R}}(s)$ to $s=-3$, we need to subtract the first 3 terms of the small $t$ behaviour:

$$
\begin{equation*}
\frac{1}{2 \sinh (t / 2)} \sim \frac{1}{t}-\frac{t}{24}+\frac{7 t^{3}}{5760}+\mathcal{O}\left(t^{5}\right) \tag{10.3}
\end{equation*}
$$

Thus, a more globally alternative to (10.2) is given by

$$
\begin{align*}
\zeta_{\mathrm{R}}(s)= & \frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-t / 2}\left\{\frac{1}{2 \sinh (t / 2)}-\left(\frac{1}{t}-\frac{t}{24}+\frac{7 t^{3}}{5760}\right)\right\} \\
& +\frac{1}{\Gamma(s)} \int_{0}^{\infty} \mathrm{d} t t^{s-1} e^{-t / 2}\left(\frac{1}{t}-\frac{t}{24}+\frac{7 t^{3}}{5760}\right) \tag{10.4}
\end{align*}
$$

The "added-back" term is

$$
\begin{gather*}
\frac{1}{\Gamma(s)}\left(2^{s-1} \Gamma(s-1)-\frac{2^{s+1}}{24} \Gamma(s+1)+\frac{7 \cdot 2^{s+3}}{5760} \Gamma(s+3)\right) \\
=\frac{2^{s-1}}{(s-1)}-\frac{2^{s+1} s}{24}+\frac{7 \cdot 2^{s+3} s(s+1)(s+2)}{5760} \tag{10.5}
\end{gather*}
$$

For $s=-1,-2,-3$, the first term in (10.4) vanishes because the integral is finite. Therefore, we simply evaluate the contribution from the second one:

$$
\begin{align*}
\zeta_{\mathrm{R}}(-1) & =\frac{2^{s-1}}{s-1}-\frac{2^{s+1} s}{24}+\left.\frac{7 \cdot 2^{s+3} s(s+1)(s+2)}{5760}\right|_{s=-1} \\
& =-\frac{1}{8}+\frac{1}{24}+0=-\frac{1}{12} \\
\zeta_{\mathrm{R}}(-2) & =\frac{2^{s-1}}{s-1}-\frac{2^{s+1} s}{24}+\left.\frac{7 \cdot 2^{s+3} s(s+1)(s+2)}{5760}\right|_{s=-2} \\
& =-\frac{1}{24}+\frac{1}{24}+0=0 \\
\zeta_{\mathrm{R}}(-3) & =\frac{2^{s-1}}{s-1}-\frac{2^{s+1} s}{24}+\left.\frac{7 \cdot 2^{s+3} s(s+1)(s+2)}{5760}\right|_{s=-3} \\
& =-\frac{1}{64}+\frac{1}{32}-\frac{7}{960}=\frac{1}{120} \tag{10.6a}
\end{align*}
$$

By the way, there is another way of evaluating the RiEmann zeta functions at non-positive integers based on Bernoulli numbers $B_{n}$,

$$
\begin{equation*}
\frac{t e^{t}}{e^{t}-1}=\sum_{n \in \mathbb{N}_{0}} \frac{B_{n}}{n!} t^{n} \tag{10.7}
\end{equation*}
$$

namely:

$$
\begin{equation*}
\zeta_{R}(-n)=-\frac{B_{n+1}}{n+1} \tag{10.8}
\end{equation*}
$$

Knowledge of the first Bernoulli numbers reproduces the results of (10.6a) and (10.2):

| $n$ | $B_{n}$ | $\zeta_{\mathrm{R}}(-n)$ |
| ---: | ---: | ---: |
| 0 | 1 | $-\frac{1}{2}$ |
| 1 | $\frac{1}{2}$ | $-\frac{1}{12}$ |
| 2 | $\frac{1}{6}$ | 0 |
| 3 | 0 | $\frac{1}{120}$ |
| 4 | $-\frac{1}{30}$ | 0 |

The last entry follows from the general identity $\zeta_{\mathrm{R}}(-2 n)=0$ for any $n \geq 1$.

## A Further reading

For the sake of clarity, we summarize the continuative literature for the respective subjects which could only be addressed briefly it these lectures.

- Sect.3: Techniques of heat kernel expansions for different field types and various boundary conditions are reviewed in "Heat kernel expansion: User's manual" by Vassilevich [14]. This review is available on arXiv.
- Sect.4: The original derivation of the Euler-Heisenberg effective action is available in an english translation on the arXiv [13], a more modern derivation was later given by Schwinger [47]. A pedagogical review on the extension to inhomogeneous and nonabelian background fields, as well as higher order loop effective actions is found in [16], for constant gravitational curvature in DE Sitter and anti De Sitter spaces, see [17]. The book of Carl Bender and Steven Orszag [24] provides a very didactic introduction to asymptotic expansions in general and Borel summation, the application to Euler-Heisenberg effective actions is covered in [15]. More elaborate discussion on perturbative and non-perturbative physics can be found in [21] and in [20], which also include some historical remarks. It is also very worthwile to read Dyson's "proof" of the divergence of perturbative series in QED [26], as he manages to present his reasoning using just two formulas.
- Sect.5: A very readable introduction to the formalism of Gel'fand and Yaglom was written by Klaus Kirsten [27]. There, the crucial steps of the derivation of the formalism and its application are demonstrated by means of easy examples.
- Sect.6: The extension of the one-dimensional result of Gel'fand and Yaglom is covered in "Functional determinants for radial operators" [41], available on arXiv.
- Sect.7: A very pedagocical introduction to the scope of "False vacuum decay" is given in the Chapter "The uses of instantons in Coleman's "Aspects of Symmetry" [42]. The calculations given in the present lectures using the radial Gel'fand Yaglom formalism are taken from "Beyond the thin-wall approximation: Precise numerical computation of prefactors in false vacuum decay" [44]. See also the work of BaACKE and Lavrelashvili [43].
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[^0]:    ${ }^{1}$ An analogous computational problem arises in statistical mechanics with the Gibbs free energy.

[^1]:    ${ }^{2}$ Here, the functional determinant appears in the numerator due to the integration over Grassmann fields.

[^2]:    ${ }^{3}$ For the field-free subtraction the only non-zero expansion coefficient is $a_{0}$, since it is independent of the field strength.

[^3]:    ${ }^{4} \mathrm{~A}$ review on more general but nevertheless soluble cases is e.g. given in [16].
    ${ }^{5}$ To check the second identity, rewrite the "ln det" into a " $\operatorname{Tr} \ln$ ", insert $\gamma_{5} \gamma_{5}=1$ and make use of the cyclicity of the trace.

[^4]:    ${ }^{6}$ Here we drop the $\sim$ for the Borel sum of the function $f$, since we are now familiar with the justification of this manipulation.

[^5]:    ${ }^{7}$ By definition[47], the effective action $\Gamma$ it is related to the vacuum persistence amplitude (i.e. the amplitude for the vacuum state persisting under the influence of an external electric field $E$ ) through $e^{i \Gamma}=\langle 0 \mid 0\rangle_{E}$ and the probability that the vacuum decays is thus $\mathcal{P}=1-\left|\langle 0 \mid 0\rangle_{E}\right|^{2}=1-e^{-2 \Im \Gamma} \approx 2 \Im \Gamma$.

[^6]:    ${ }^{8}$ The choice of the second condition in Eq. (5.2) is just a choice of normalization for $u$. A different choice of normalization would render a multiplicative factor in the Gel'fand Yaglom formula [29].

[^7]:    ${ }^{9}$ Actually, there appears an integration constant in the exponent. We will discuss this in a few moments.

